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1. Three-dimensional coordinate systems

1.1. Cartesian coordinates in space. The three-dimensional Cartesian coordinate system consists of a point \( O \) in space, called the origin, and of three mutually perpendicular oriented lines through \( O \), called the coordinate axes and labeled the \( x \)-axis, the \( y \)-axis, and the \( z \)-axis. The labeling of the axes is usually done according to the right-hand rule: if one places one's right hand in space so that the origin lies on one's palm, the \( y \)-axis points toward one's arm, and the \( x \)-axis points toward one's curled fingers, then the \( z \)-axis points toward one's thumb.

There are several standards for drawing two-dimensional models of three-dimensional objects. In particular, there are three somewhat standard ways to draw a three-dimensional coordinate system. These are shown on Figure 1.1. Model (c) is the one commonly used in manual sketches. Model (a) is a version of model (c) that is commonly used in textbooks and will be the one we shall use in these notes; unlike model (c), it is based on real mathematics that transforms three-dimensional coordinates to two-dimensional ones. Model (b) is the default model preferred by computer algebra systems such as Mathematica.

![Figure 1.1. Three-dimensional Cartesian coordinate systems](image)

The coordinate axes determine several notable objects in space. First, we have the coordinate planes: these are the unique planes determined by the three different pairs of coordinate axes. The coordinate planes determined by the \( x \)- and \( y \)-axes, by the \( x \)- and \( z \)-axes, and by the \( y \)- and \( z \)-axes are called the \( xy \)-plane, the \( xz \)-plane, and the \( yz \)-plane, respectively. These three coordinate plane divide space into eight “equal” parts, called octants; the octants are similar to the four quadrants that the two coordinate axes divide the \( xy \)-plane into. The octants are labeled I through VIII, so that octants I through IV lie above the respective quadrants in the \( xy \)-plane and octants V through VIII lie below those quadrants.

![Figure 1.2. The Cartesian coordinates of a point in space](image)

Next, we define the Cartesian coordinates of a point \( P \) in space. We start by finding its orthogonal projections onto the \( yz \)-, the \( xz \)-, and the \( xy \)-planes. Let us denote those points by \( P_x \), \( P_y \), and \( P_z \),
1.2. Distance in space. Let \( a \) be the directed distance between \( P_x \) and \( P \) (that is, \( a \) is the said distance or its negative according as the arrow \( P_xP \) points in the direction of the \( x \)-axis or opposite to it), let \( b \) be the directed distance between \( P_y \) and \( P \), and let \( c \) be the directed distance between \( P_z \) and \( P \). Then the three-dimensional Cartesian coordinates of \( P \) are \((a, b, c)\) and we write \( P(a, b, c)\).

Example 1.1. Plot the points \( A(4, 3, 0) \), \( B(2, -2, 2) \), and \( C(2, 2, -2) \).

Example 1.2. Determine the sets of points described by the equations: \( z = 1; x = -2; \) and \( y = 3, x = -1 \).

Answer. The equation \( z = 1 \) represents a plane parallel to the \( xy \)-plane. The equation \( x = -2 \) represents a plane parallel to the \( yz \)-plane. The equations \( y = 3, x = -1 \) represent a vertical line perpendicular to the \( xy \)-plane and passing through the point \((3, -1, 0)\). □

1.2. Distance in space. Let \( P_1 = (x_1, y_1, z_1) \) and \( P_2 = (x_2, y_2, z_2) \) be two points in space. Then the distance between \( P_1 \) and \( P_2 \) is given by

\[
|P_1P_2| = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}. \tag{1.1}
\]

Example 1.3. The distance between the points \( A(4, 3, 0) \) and \( B(2, -2, 2) \) is

\[
|AB| = \sqrt{(4 - 2)^2 + (3 + 2)^2 + (0 - 2)^2} = \sqrt{33}.
\]

Example 1.4. Find the equation of the sphere of radius 3 centered at \( C(1, -2, 0) \).

Solution. The sphere of radius 3 centered at \( C(1, -2, 0) \) is the set of points \( P(x, y, z) \) such that

\[
|PC| = \sqrt{(x - 1)^2 + (y + 2)^2 + (z - 0)^2} = 3,
\]

that is, the points \( P(x, y, z) \), whose coordinates satisfy the equation

\[
(x - 1)^2 + (y + 2)^2 + z^2 = 9.
\]

More generally, we have the following

Fact. The sphere with center \( C(a, b, c) \) and radius \( r > 0 \) has an equation

\[
(x - a)^2 + (y - b)^2 + (z - c)^2 = r^2. \tag{1.2}
\]

Example 1.5. The equation

\[
x^2 + y^2 + z^2 - 4x + 6y + z = 7
\]
describes a sphere. Find its center and radius.

Solution. We can rewrite the above equation as

\[
x^2 - 4x + 4 + y^2 + 6y + 9 + z^2 + z + \frac{1}{4} = 7 + 4 + 9 + \frac{1}{4}
\]

\[
(x - 2)^2 + (y + 3)^2 + (z + \frac{1}{2})^2 = \frac{31}{4}.
\]

The last equation is of the form (1.2) with \( a = 2, b = -3, c = -\frac{1}{2}, \) and \( r = \frac{\sqrt{31}}{2} \). Hence, the given equation describes a sphere with center \((2, -3, -\frac{1}{2})\) and radius \(\frac{\sqrt{31}}{2}\). □
1.3. **Cylindrical coordinates.** You should be familiar from single-variable calculus with the polar coordinate system in the plane (see also Appendix C). In the remainder of this lecture, we define two sets of coordinates in space that extend the polar coordinates in the plane to the three-dimensional setting. We start with the so-called “cylindrical coordinates”. The basic idea of the cylindrical coordinate system is to replace the Cartesian coordinates \(x, y\) in the \(xy\)-plane by the corresponding polar coordinates and to keep the Cartesian \(z\)-coordinate.

![Figure 1.3. The cylindrical coordinates of a point in space](image)

Let \(P\) be a point in space with Cartesian coordinates \((x, y, z)\). The *cylindrical coordinates* of \(P\) are the triple \((r, \theta, z)\), where \((r, \theta)\) are the polar coordinates of the point \(P_0(x, y)\) in the \(xy\)-plane (see Figure 1.3). In other words, we pass between Cartesian and cylindrical coordinates in space by passing between Cartesian and polar coordinates in the \(xy\)-plane and keeping the \(z\)-coordinate unchanged. The formulas for conversion from cylindrical to Cartesian coordinates are

\[
x = r \cos \theta,
\]

\[
y = r \sin \theta,
\]

\[
z = z,
\]

(1.3)

and those for conversion from Cartesian to cylindrical coordinates are

\[
r = \sqrt{x^2 + y^2},
\]

\[
\theta = \arctan\left(\frac{y}{x}\right),
\]

\[
z = z.
\]

(1.4)

The formula \(\theta = \arctan(y/x)\) comes with some strings attached (see §C.2 in Appendix C).

**Example 1.6.** Find the Cartesian coordinates of the points \(P(2, \pi, e)\) and \(Q(4, \arctan(-2), 2.7)\).

**Solution.** The Cartesian coordinates of \(P\) are \((x, y, e)\), where

\[
x = 2 \cos \pi = -2,
\]

\[
y = 2 \sin \pi = 0.
\]

That is, \(P(-2, 0, e)\).

The Cartesian coordinates of \(Q\) are \((x, y, 2.7)\), where

\[
x = 4 \cos(\arctan(-2)) = 4 \cos(\arctan 2) = \frac{4}{\sqrt{5}},
\]

\[
y = 4 \sin(\arctan(-2)) = -4 \sin(\arctan 2) = -\frac{8}{\sqrt{5}}.
\]

That is, \(Q\left(\frac{4}{\sqrt{5}}, -\frac{8}{\sqrt{5}}, 2.7\right)\). \(\square\)

**Example 1.7.** Find the cylindrical coordinates of the points \(P(3, 4, 5)\) and \(Q(-2, 2, -1)\).

**Solution.** The cylindrical coordinates of \(P\) are \((r, 0, 5)\), where

\[
r = \sqrt{3^2 + 4^2} = 5,
\]

\[
\tan \theta = \frac{4}{3}.
\]

That is, \(P(5, \frac{4}{3}, 5)\).
and θ lies in the first quadrant. Hence, θ = arctan(4/3) and the cylindrical coordinates of P are (5, arctan(4/3), 5).

The cylindrical coordinates of Q are (r, 0, −1), where

\[ r = \sqrt{2^2 + (-2)^2} = 2 \sqrt{2}, \quad \tan \theta = -1, \]

and θ lies in the second quadrant. Hence, θ = 3π/4 and the cylindrical coordinates of P are (2 \sqrt{2}, 3π/4, −1).

\[ \square \]

Example 1.8. Find the Cartesian equation of the surface \( r = \cos \theta \). What kind of surface is this?

Solution. We have \( r = \cos \theta \iff r^2 = r \cos \theta \iff x^2 + y^2 = x \).

The last equation is the equation of a circle of radius \( 1/2 \) centered at the point \((1/2, 0)\) in the \( xy \)-plane:

\[ x^2 + y^2 = x \iff x^2 - x + 1/4 + y^2 = 1/4 \iff (x - 1/2)^2 + y^2 = 1/4. \]

Here, however, we use the equation \( x^2 + y^2 = x \) to describe a surface in space, so we view it as an equation in \( x, y, z \). Since \( z \) does not appear in the equation, if the \( x \)- and \( y \)-coordinates of a point satisfy the equation \( x^2 + y^2 = x \), then the point is on the surface. In other words, if \( a^2 + b^2 = a \), then all points \((a, b, z)\), whose \( x \)-coordinate is \( a \) and \( y \)-coordinate is \( b \), are on the surface. We also know that all the points \((x, y, 0)\), with \( x^2 + y^2 = x \), are on the surface: these are the points on the circle in the \( xy \)-plane with the same equation. Putting these two observations together, we conclude that the given surface is the cylinder that consists of all the vertical lines passing through the points of the circle \( x^2 + y^2 = x \) in the \( xy \)-plane (see Figure 1.4).

\[ \square \]

1.4. Spherical coordinates. We now introduce the so-called “spherical coordinates” in space. In order to define this set of coordinates, we choose a special point \( O \), the origin, a plane that contains \( O \), and a pair of mutually perpendicular axes passing through \( O \)—one that lies in the chosen plane and another that is orthogonal to the chosen plane. Since we want to relate the spherical coordinates of a point to its Cartesian coordinates, it is common to choose \( O \) to be the origin of \( O(0, 0, 0) \) of the Cartesian coordinate system, the special plane to be the \( xy \)-plane, and the two axes to be the \( x \)-axis and the \( z \)-axis. With these choices, the spherical coordinates of a point \( P(x, y, z) \) in space are \((\rho, \theta, \phi)\), where \( \rho = |OP| \), \( \theta \) is the angular polar coordinate of the point \( P_0(x, y) \) in the \( xy \)-plane, and \( \phi \) is the angle between \( OP \) and the positive direction of the \( z \)-axis (see Figure 1.5). It is common to restrict \( \phi \) to the range \( 0 \leq \phi \leq \pi \).
Figure 1.5. The spherical coordinates of a point in space

Consider a point \( P(x, y, z) \) in space and let \( P_0(x, y, 0) \). Also, let \((\rho, \theta, \phi)\) be the spherical coordinates of \( P \). From the right triangle \( \triangle OPP_0 \), we find that

\[ z = \pm |P_0P| = |OP| \cos \phi = \rho \cos \phi, \quad |OP_0| = |OP| \sin \phi = \rho \sin \phi. \]

On the other hand, using polar coordinates in the \( xy \)-plane, we find that

\[ x = |OP_0| \cos \theta = \rho \sin \phi \cos \theta, \quad y = |OP_0| \sin \theta = \rho \sin \phi \sin \theta. \]

Thus, the formulas for conversion from spherical to Cartesian coordinates are

\[ x = \rho \sin \phi \cos \theta, \quad y = \rho \sin \phi \sin \theta, \quad z = \rho \cos \phi. \tag{1.5} \]

The formulas for conversion from Cartesian to spherical coordinates are

\[ \rho = \sqrt{x^2 + y^2 + z^2}, \quad \theta = \arctan(y/x), \quad \phi = \arccos(z/\rho), \tag{1.6} \]

where the formula for \( \theta \) comes with some strings attached (the same as in the cases of polar and cylindrical coordinates).

**Example 1.9.** Find the Cartesian coordinates of the point \( P(2, \pi/3, 3\pi/4) \).

**Solution.** The Cartesian coordinates of \( P \) are

\[ x = 2 \sin(3\pi/4) \cos(\pi/3) = \frac{1}{\sqrt{2}}, \quad y = 2 \sin(3\pi/4) \sin(\pi/3) = \frac{\sqrt{3}}{\sqrt{2}}, \quad z = 2 \cos(3\pi/4) = -\sqrt{2}. \]

**Example 1.10.** Find the spherical coordinates of the points \( P(1, -1, -\sqrt{6}) \) and \( Q(-2, 2, -1) \).

**Solution.** The spherical coordinates of \( P \) are

\[ \rho = \sqrt{1 + 1 + 6} = \sqrt{8}, \quad \phi = \arccos\left(-\sqrt{6}/\sqrt{8}\right) = \arccos\left(-\sqrt{3}/2\right) = \frac{5\pi}{6}, \]

and the solution \( \theta \) of

\[ \tan \theta = -1, \quad 3\pi/2 < \theta < 2\pi. \]

Hence, \( \theta = 7\pi/4 \) and the spherical coordinates of \( P \) are \( (\sqrt{8}, 7\pi/4, 5\pi/6) \).

The spherical coordinates of \( Q \) are

\[ \rho = \sqrt{4 + 4 + 1} = 3, \quad \phi = \arccos(-1/3), \]

and the solution \( \theta \) of

\[ \tan \theta = -1, \quad \pi/2 < \theta < \pi. \]

Hence, \( \theta = 3\pi/4 \) and the spherical coordinates of \( Q \) are \((3, 3\pi/4, \arccos(-1/3))\).
Example 1.11. Find the Cartesian equation of the surface $\rho^2 (\sin^2 \phi - 2 \cos^2 \phi) = 1$.

Solution. Since

$$x^2 + y^2 = \rho^2 \sin^2 \phi \cos^2 \theta + \rho^2 \sin^2 \phi \sin^2 \theta = \rho^2 \sin^2 \phi,$$

we have

$$\rho^2 \sin^2 \phi - 2 \rho^2 \cos^2 \phi = 1 \iff x^2 + y^2 - 2z^2 = 1.$$ 

The last equation represents a surface known as “one-sheet hyperboloid”; it is shown on Figure 1.6. □

![Figure 1.6](image1.png)  
![Figure 1.7](image2.png)

Figure 1.6. The hyperboloid $x^2 + y^2 - 2z^2 = 1$  
Figure 1.7. The region $2 \leq \rho \leq 3, \frac{\pi}{2} \leq \phi \leq \pi$

Example 1.12. Describe the solid defined by the inequalities

$$2 \leq \rho \leq 3, \quad \frac{\pi}{2} \leq \phi \leq \pi.$$

Solution. The second inequality restricts the points of the solid to the lower half-space. The inequality $\rho \leq 3$ describes the points in space that are within distance of 3 from the origin, that is, the interior of the sphere $x^2 + y^2 + z^2 = 9$. Similarly the inequality $\rho \geq 2$ describes the exterior of the sphere $x^2 + y^2 + z^2 = 4$. Thus, the given solid is obtained from the lower half of the interior of the sphere $x^2 + y^2 + z^2 = 9$ by removing from it the interior of the smaller sphere $x^2 + y^2 + z^2 = 4$ (see Figure 1.7). □

Example 1.13. Find the cylindrical and spherical equations of the sphere $x^2 + y^2 + z^2 + 4z = 0$.

Solution. By (1.4), $x^2 + y^2 = r^2$, so the cylindrical form of the given equation is

$$x^2 + y^2 + z^2 + 4z = 0 \iff r^2 + z^2 + 4z = 0.$$ 

By (1.6), $x^2 + y^2 + z^2 = \rho^2$, so the spherical form of the given equation is

$$\rho^2 + 4\rho \cos \phi = 0 \iff \rho = -4 \cos \phi.$$ □

Exercises

1. Which of the points $P(1, 3, 2), Q(0, -2, -1),$ and $R(5, 3, -3)$:
   (a) is closest to the $xy$-plane;  
   (b) lies in the $xz$-plane;  
   (c) lies in the $yz$-plane?

2. Describe the set in $\mathbb{R}^3$ represented by the equation $x + 2y = 2$.

3. Find the side lengths of the triangle with vertices $A(0, 6, 2), B(3, 4, 1), C(1, 3, 4)$. Is this a special kind of a triangle: equilateral, isosceles, right?
4. Find an equation of the sphere that passes through $P(4, 2, 1)$ and has center $C(1, 1, 1)$.

5. Show that the equation $x^2 + y^2 + z^2 = x + 2y + 4z$ represents a sphere and find its center and radius.

6. Describe verbally the set in $\mathbb{R}^3$ represented by the given equation or inequality:
   - (a) $x = -3$
   - (b) $z \leq 2$
   - (c) $-1 \leq y \leq 2$
   - (d) $(x - 1)^2 + y^2 + z^2 \geq 4$
   - (e) $4 < x^2 + y^2 + z^2 < 9$
   - (f) $xy = 0$

7. Write inequalities to describe the region:
   - (a) the half-space consisting of all points to the right of the plane $y = -2$;
   - (b) the interior of the upper hemisphere of radius 2 centered at the origin.

8. Find the Cartesian coordinates of the point whose cylindrical coordinates are:
   - (a) $(2, 0, 3)$
   - (b) $(3, \pi/4, -3)$
   - (c) $(3, 7\pi/6, 2)$

9. Find the cylindrical coordinates of the point whose Cartesian coordinates are:
   - (a) $(1, -1, 4)$
   - (b) $(-2, 2, 2)$
   - (c) $(\sqrt{3}, 1, -2)$

10. Find the Cartesian coordinates of the point whose spherical coordinates are:
    - (a) $(1, 0, 0)$
    - (b) $(3, \pi/4, 3\pi/4)$
    - (c) $(3, 7\pi/6, \pi/2)$

11. Find the spherical coordinates of the point whose Cartesian coordinates are:
    - (a) $(1, 1, 2)$
    - (b) $(-1, 1, -\sqrt{2})$
    - (c) $(\sqrt{3}, 1, 0)$

12. Find the cylindrical and spherical equations of the surface represented by the (Cartesian) equation:
    - (a) $x^2 + y^2 = 2z$
    - (b) $x^2 + 2x + y^2 + z^2 = 1$
    - (c) $z = \sqrt{x^2 + y^2}$

13. Find the Cartesian equation of the surface represented by the given cylindrical or spherical equation. If possible, describe the surface verbally.
    - (a) $\rho \cos \phi = -2$
    - (b) $r = 2 \sin \theta$
    - (c) $r^2 + z^2 = 4$
    - (d) $\rho = 2 \sin \phi \sin \theta$
    - (e) $\rho \sin^2 \phi - 2 \cos \phi = 0$
    - (f) $r \cos \theta - 2r \sin \theta = 3$

14. Describe verbally the set in $\mathbb{R}^3$ represented by the given conditions:
    - (a) $0 = \pi/4$
    - (b) $\rho = 2$
    - (c) $r = 1, \ 0 \leq z \leq 1$
    - (d) $2 \leq \rho \leq 4, \ 0 \leq \phi \leq \pi/2$
    - (e) $\rho \leq 1, \ -\pi/2 \leq \theta \leq \pi/2$
    - (f) $\rho \sin \phi \leq 1, \ \pi/2 \leq \phi \leq \pi$
2. Vectors

2.1. Geometric vectors. A vector is a quantity (such as velocity, acceleration, force, impulse, etc.) that has both magnitude and direction. In mathematics, we consider two types of vectors: geometric and algebraic. A geometric vector is a directed line segment (also called an arrow): the length of the arrow represents the magnitude of the vector and the arrow points in the direction of the vector. We will denote a vector by \( \mathbf{v} \) or \( \vec{v} \); if \( \mathbf{v} \) is the vector with initial point \( A \) and terminal point \( B \), we also write \( \mathbf{v} = \overrightarrow{AB} \).

Two vectors \( \mathbf{u} \) and \( \mathbf{v} \) are equal, \( \mathbf{u} = \mathbf{v} \), if they have equal magnitudes (lengths) and point in the same direction. The vector of zero length is called the zero vector and is denoted \( \mathbf{0} \); it is the only vector with no specific direction.

2.2. Vector addition. If \( \mathbf{u} = \overrightarrow{AB} \) and \( \mathbf{v} = \overrightarrow{BC} \) are two vectors (so that the terminal point of the first vector is the initial point of the second), we define their sum \( \mathbf{u} + \mathbf{v} \) by (see Figure 2.1a)

\[
\mathbf{u} + \mathbf{v} = \overrightarrow{AB} + \overrightarrow{BC} = \overrightarrow{AC}.
\]

If \( \mathbf{u} = \overrightarrow{AB} \) and \( \mathbf{v} = \overrightarrow{CD} \), with \( C \neq B \), we first represent \( \mathbf{v} \) by an equal arrow \( \overrightarrow{BD}' \) and then apply the above definition: \( \mathbf{u} + \mathbf{v} = \overrightarrow{AD}' \) (see Figure 2.1b).

2.3. Multiplication by scalars. Let \( \mathbf{v} \) be a vector and let \( c \) be a real number (called also a scalar). The scalar multiple \( c\mathbf{v} \) is the vector whose length is \( |c| \) times the length of \( \mathbf{v} \) and whose direction is the same as the direction of \( \mathbf{v} \) if \( c > 0 \) or opposite to the direction of \( \mathbf{v} \) if \( c < 0 \). If \( c = 0 \) or \( \mathbf{v} = \mathbf{0} \), then \( c\mathbf{v} = \mathbf{0} \).

The vector \((-1)\mathbf{v}\) has the same length as \( \mathbf{v} \) but the opposite direction. We call this vector the negative of \( \mathbf{v} \) and denote it by \(-\mathbf{v}\). For two vectors \( \mathbf{u} \) and \( \mathbf{v} \), we define their difference \( \mathbf{u} - \mathbf{v} \) by

\[
\mathbf{u} - \mathbf{v} = \mathbf{u} + (-\mathbf{v}).
\]

Often, we visualize the sum and the difference of two vectors \( \mathbf{u} \) and \( \mathbf{v} \) by drawing them so that they share the same initial point and considering the parallelogram they define. Then the sum \( \mathbf{u} + \mathbf{v} \) is represented by the diagonal of the parallelogram that passes through the common initial point of \( \mathbf{u} \) and \( \mathbf{v} \) and the difference \( \mathbf{u} - \mathbf{v} \) is represented by the other diagonal (see Figure 2.2).
2.4. Coordinate representation of vectors. Algebraic vectors. Often, it is convenient to introduce a coordinate system and to work with vectors algebraically instead of geometrically. If we represent a (geometric) vector \( \mathbf{a} \) by the arrow \( \overrightarrow{OA} \), where \( O \) is the origin of a Cartesian coordinate system, the terminal point \( A \) of \( \mathbf{a} \) has coordinates \((a_1, a_2)\) or \((a_1, a_2, a_3)\), depending on the dimension of the coordinate system. We call these coordinates the coordinates or the components of the algebraic vector \( \mathbf{a} \) and write

\[
\mathbf{a} = \langle a_1, a_2 \rangle \quad \text{or} \quad \mathbf{a} = \langle a_1, a_2, a_3 \rangle.
\]

We will use the same algebraic vector to represent all the geometric vectors equal to \( \overrightarrow{OA} \). For example, if \( A(1, -1), B(-1, 3) \), and \( C(0, 2) \), then

\[
\overrightarrow{BC} = \overrightarrow{OA} = \langle 1, -1 \rangle.
\]

Thus, for any two points \( A(a_1, a_2, a_3) \) and \( B(b_1, b_2, b_3) \), the algebraic vector \( \mathbf{v} \) representing the arrow \( \overrightarrow{AB} \) is

\[
\mathbf{v} = \langle b_1 - a_1, b_2 - a_2, b_3 - a_3 \rangle.
\]

From now on, we will state all the formulas for three-dimensional vectors. One usually obtains the respective two-dimensional definition or result simply by dropping the last component of the vectors; any exceptions to this rule will be mentioned explicitly when they occur.

2.5. Operations with algebraic vectors. Note that when we write a vector \( \mathbf{a} \) algebraically, the distance formula provides a convenient tool for computing the length (also called the norm) \( ||\mathbf{a}|| \) of that vector: if \( \mathbf{a} = \langle a_1, a_2, a_3 \rangle \), then

\[
||\mathbf{a}|| = (a_1^2 + a_2^2 + a_3^2)^{1/2}.
\]

Furthermore, if \( \mathbf{a} = \langle a_1, a_2, a_3 \rangle \) and \( \mathbf{b} = \langle b_1, b_2, b_3 \rangle \) are vectors and \( c \) is a scalar, we have the following coordinate formulas for \( \mathbf{a} + \mathbf{b}, \mathbf{a} - \mathbf{b}, \) and \( c\mathbf{a} \):

\[
\mathbf{a} + \mathbf{b} = \langle a_1 + b_1, a_2 + b_2, a_3 + b_3 \rangle, \tag{2.2}
\]
\[
\mathbf{a} - \mathbf{b} = \langle a_1 - b_1, a_2 - b_2, a_3 - b_3 \rangle, \tag{2.3}
\]
\[
c\mathbf{a} = \langle ca_1, ca_2, ca_3 \rangle. \tag{2.4}
\]

In other words, we add vectors, subtract vectors, and multiply vectors by scalars by simply performing the respective operations componentwise.

Example 2.1. Consider the vectors \( \mathbf{a} = \langle 1, -2, 3 \rangle \) and \( \mathbf{b} = \langle 0, 1, -2 \rangle \). Then

\[
2\mathbf{a} + \mathbf{b} = \langle 2, -4, 6 \rangle + \langle 0, 1, -2 \rangle = \langle 2, -3, 4 \rangle
\]
and
\[ \|2a + b\| = \sqrt{2^2 + (-3)^2 + 4^2} = \sqrt{29}. \]
\[ \square \]

The algebraic operations with vectors have several properties that resemble some of the properties of the algebraic operations with numbers known to you since grade school.

**Theorem 2.1.** Let \( \mathbf{a}, \mathbf{b}, \) and \( \mathbf{c} \) denote vectors and let \( c, c_1, c_2 \) denote scalars. Then:

1. \( \mathbf{a} + \mathbf{b} = \mathbf{b} + \mathbf{a} \)
2. \( \mathbf{a} + (\mathbf{b} + \mathbf{c}) = (\mathbf{a} + \mathbf{b}) + \mathbf{c} \)
3. \( \mathbf{a} + \mathbf{0} = \mathbf{a} \)
4. \( \mathbf{a} + (-\mathbf{a}) = \mathbf{0} \)
5. \( c(\mathbf{a} + \mathbf{b}) = c\mathbf{a} + c\mathbf{b} \)
6. \( (c_1 + c_2)\mathbf{a} = c_1\mathbf{a} + c_2\mathbf{a} \)
7. \( (c_1c_2)\mathbf{a} = c_1(c_2\mathbf{a}) \)
8. \( 1\mathbf{a} = \mathbf{a} \)
9. \( \|\mathbf{a}\| \geq 0, \text{ with } \|\mathbf{a}\| = 0 \text{ if and only if } \mathbf{a} = \mathbf{0} \)
10. \( \|c\mathbf{a}\| = |c| \cdot \|\mathbf{a}\| \)
11. \( \|\mathbf{a} + \mathbf{b}\| \leq \|\mathbf{a}\| + \|\mathbf{b}\| \) (the triangle inequality)

**Proof.** The proofs of 1)–8) are all similar: they use (2.2)–(2.4) to deduce 1)–8) from the respective properties of numbers. For example, to prove the distributive law 6), we write \( \mathbf{a} = \langle a_1, a_2, a_3 \rangle \) and argue as follows:

\[
(c_1 + c_2)\mathbf{a} = \langle (c_1 + c_2)a_1, (c_1 + c_2)a_2, (c_1 + c_2)a_3 \rangle \quad \text{by (2.4)}
\]
\[
= \langle c_1a_1 + c_2a_1, c_1a_2 + c_2a_2, c_1a_3 + c_2a_3 \rangle \quad \text{by the distributive law for numbers}
\]
\[
= \langle c_1a_1, c_1a_2, c_1a_3 \rangle + \langle c_2a_1, c_2a_2, c_2a_3 \rangle \quad \text{by (2.2)}
\]
\[
= c_1\mathbf{a} + c_2\mathbf{a} \quad \text{by (2.4)}.
\]

The proofs of 9) and 10) are also easy. For instance,

\[
\|c\mathbf{a}\| = (|c|^2a_1^2 + |c|^2a_2^2 + |c|^2a_3^2)^{1/2}
\]
\[
= (c^2(a_1^2 + a_2^2 + a_3^2))^{1/2} = \sqrt{c^2(a_1^2 + a_2^2 + a_3^2)}^{1/2} = |c| \cdot \|\mathbf{a}\|.
\]

The proof of 11) is slightly more involved, so we won’t discuss it. \( \square \)

### 2.6. Unit vectors and the standard basis.

The simplest nonzero vectors are:
\[
\mathbf{e}_1 = \langle 1, 0, 0 \rangle, \quad \mathbf{e}_2 = \langle 0, 1, 0 \rangle, \quad \mathbf{e}_3 = \langle 0, 0, 1 \rangle.
\]

These are called the *standard basis vectors*. Sometimes, especially in physics and engineering, the vectors \( \mathbf{e}_1, \mathbf{e}_2, \) and \( \mathbf{e}_3 \) are denoted by \( \mathbf{i}, \mathbf{j}, \) and \( \mathbf{k}, \) respectively, but we shall stick with the above notation, because it is more common in mathematics (it is also more consistent with generalizations to higher dimensions).

Because of (2.2)–(2.4), it is always possible to express a given vector as a combination of the three standard basis vectors. For example,
\[
\langle 1, 2, 4 \rangle = \langle 1, 0, 0 \rangle + \langle 0, 2, 0 \rangle + \langle 0, 0, 4 \rangle = \langle 1, 0, 0 \rangle + 2 \langle 0, 1, 0 \rangle + 4 \langle 0, 0, 1 \rangle = \mathbf{e}_1 + 2\mathbf{e}_2 + 4\mathbf{e}_3.
\]
More generally, if \( \mathbf{a} = \langle a_1, a_2, a_3 \rangle \), we have

\[
\mathbf{a} = \langle a_1, 0, 0 \rangle + \langle 0, a_2, 0 \rangle + \langle 0, 0, a_3 \rangle = a_1 \mathbf{e}_1 + a_2 \mathbf{e}_2 + a_3 \mathbf{e}_3. \tag{2.5}
\]

Notice that \( \mathbf{e}_1, \mathbf{e}_2, \) and \( \mathbf{e}_3 \) have length 1. In general, vectors of length 1 are called unit vectors. We remark that if \( \mathbf{a} \) is any nonzero vector (i.e., \( \mathbf{a} \neq 0 \)), then there is a unique unit vector that points in the same direction as \( \mathbf{a} \)—namely, the vector

\[
\mathbf{u} = \frac{1}{\|\mathbf{a}\|} \mathbf{a} = \frac{\mathbf{a}}{\|\mathbf{a}\|}.
\]

Indeed, if \( c = \|\mathbf{a}\|^{-1} \), then \( \mathbf{a} \) and \( \mathbf{u} = c \mathbf{a} \) point in the same direction (since \( c > 0 \)) and

\[
\|\mathbf{u}\| = |c| \cdot \|\mathbf{a}\| = \|\mathbf{a}\|^{-1} \cdot \|\mathbf{a}\| = 1.
\]

Example 2.2. Consider the vector \( \mathbf{a} = \langle 2, 1, 2 \rangle \). Its length is

\[
\|\mathbf{a}\| = \sqrt{2^2 + 1^2 + 2^2} = 3,
\]

so a unit vector in the direction of \( \mathbf{a} \) is

\[
\frac{1}{3} \mathbf{a} = \langle \frac{2}{3}, \frac{1}{3}, \frac{2}{3} \rangle.
\]

\( \square \)

2.7. The dot product. We can now add two vectors and we can multiply a vector by a scalar. Is there a way to multiply two vectors? The first way that comes to mind is to multiply the vectors componentwise:

\[
\mathbf{a} \cdot \mathbf{b} = \langle a_1, a_2, a_3 \rangle \langle b_1, b_2, b_3 \rangle = \langle a_1 b_1, a_2 b_2, a_3 b_3 \rangle,
\]

but this way of multiplying two vectors turns out to have no practical meaning. Instead, through the remainder of this lecture, we will talk about two meaningful ways to multiply vectors: the dot product and the cross product.

Definition. Given three-dimensional vectors \( \mathbf{a} = \langle a_1, a_2, a_3 \rangle \) and \( \mathbf{b} = \langle b_1, b_2, b_3 \rangle \), we define their dot product \( \mathbf{a} \cdot \mathbf{b} \) to be

\[
\mathbf{a} \cdot \mathbf{b} = a_1 b_1 + a_2 b_2 + a_3 b_3. \tag{2.6}
\]

Notice that the dot product of two vectors is a scalar, not a vector. Sometimes, the dot product is called also the inner or the scalar product of \( \mathbf{a} \) and \( \mathbf{b} \). Because of this, you should avoid the temptation to refer to the scalar multiple \( c \mathbf{a} \) as the “scalar product of \( c \) and \( \mathbf{a} \)”.

Example 2.3. The dot product of \( \mathbf{a} = \langle 4, 2, -1 \rangle \) and \( \mathbf{b} = \langle -2, 2, 1 \rangle \) is

\[
\mathbf{a} \cdot \mathbf{b} = (4)(-2) + (2)(2) + (-1)(1) = -5.
\]

The dot product of \( \mathbf{u} = 2 \mathbf{e}_1 + 3 \mathbf{e}_2 + \mathbf{e}_3 \) and \( \mathbf{v} = \mathbf{e}_1 + 4 \mathbf{e}_2 \) is

\[
\mathbf{u} \cdot \mathbf{v} = (2)(1) + (3)(4) + (1)(0) = 14.
\]

\( \square \)

The next theorem summarizes some important algebraic properties of the dot product.

Theorem 2.2. Let \( \mathbf{a}, \mathbf{b}, \) and \( \mathbf{c} \) denote vectors and let \( c_1, c_2 \) denote scalars. Then:

1. \( \mathbf{a} \cdot \mathbf{a} = \|\mathbf{a}\|^2 \)
2. \( \mathbf{a} \cdot \mathbf{0} = 0 \)
3. \( \mathbf{a} \cdot \mathbf{b} = \mathbf{b} \cdot \mathbf{a} \)
4. \((c_1 \mathbf{a}) \cdot (c_2 \mathbf{b}) = c_1 c_2 (\mathbf{a} \cdot \mathbf{b})\)

5. \((\mathbf{a} + \mathbf{b}) \cdot \mathbf{c} = \mathbf{a} \cdot \mathbf{c} + \mathbf{b} \cdot \mathbf{c}\)

**Proof.** These follow from the definition of the dot product and from the properties of the real numbers. For example, if \(\mathbf{a} = (a_1, a_2, a_3)\) and \(\mathbf{b} = (b_1, b_2, b_3)\), we have

\[
\begin{align*}
\mathbf{a} \cdot \mathbf{b} &= a_1 b_1 + a_2 b_2 + a_3 b_3 & \text{by (2.6)} \\
&= b_1 a_1 + b_2 a_2 + b_3 a_3 & \text{by the commutative law for real numbers} \\
&= \mathbf{b} \cdot \mathbf{a} & \text{by (2.6)}.
\end{align*}
\]

That is, 3) holds. \(\square\)

2.8. **Geometric meaning of the dot product.** We said earlier that our definition of the dot product is motivated by applications. The next theorem relates the dot product of two vectors to their geometrical representations.

**Theorem 2.3.** If \(\mathbf{a}\) and \(\mathbf{b}\) are two vectors, then

\[
\mathbf{a} \cdot \mathbf{b} = ||\mathbf{a}|| ||\mathbf{b}|| \cos \theta,
\]

where \(\theta\) is the angle between \(\mathbf{a}\) and \(\mathbf{b}\).

**Corollary.** If \(\mathbf{a}\) and \(\mathbf{b}\) are two nonzero vectors and \(\theta\) is the angle between them, then

\[
\cos \theta = \frac{\mathbf{a} \cdot \mathbf{b}}{||\mathbf{a}|| ||\mathbf{b}||}.
\]

**Example 2.4.** Find the angle between \(\mathbf{a} = (1, 2, -1)\) and \(\mathbf{b} = (0, 2, 1)\).

**Solution.** The angle \(\theta\) between \(\mathbf{a}\) and \(\mathbf{b}\) satisfies

\[
\cos \theta = \frac{(1)(0) + (2)(2) + (-1)(1)}{\sqrt{1^2 + 2^2 + (-1)^2} \sqrt{0^2 + 2^2 + 1^2}} = \frac{3}{\sqrt{30} \sqrt{5}} = \frac{3}{\sqrt{150}},
\]

so \(\theta = \arccos \left(\frac{3}{\sqrt{30}}\right) = 0.59911\ldots\). \(\square\)

We say that two vectors \(\mathbf{a}\) and \(\mathbf{b}\) are orthogonal (or perpendicular) if \(\mathbf{a} \cdot \mathbf{b} = 0\). By the corollary, \(\mathbf{a} \cdot \mathbf{b} = 0\) implies that the angle between \(\mathbf{a}\) and \(\mathbf{b}\) is 90°, so this definition makes perfect sense.

Note that if \(\mathbf{a} = (a_1, a_2, a_3)\), then we can use the dot products of \(\mathbf{a}\) and the standard basis vectors \(\mathbf{e}_j\) to extract the components of \(\mathbf{a}\):

\[
a_1 = \mathbf{a} \cdot \mathbf{e}_1, \quad a_2 = \mathbf{a} \cdot \mathbf{e}_2, \quad a_3 = \mathbf{a} \cdot \mathbf{e}_3.
\]

More generally, suppose that \(\mathbf{u}\) is a unit vector. Then \(\mathbf{a} \cdot \mathbf{u}\) is a scalar and

\[
\text{proj}_\mathbf{u}\mathbf{a} = (\mathbf{a} \cdot \mathbf{u})\mathbf{u}
\]

is a vector that is parallel to \(\mathbf{u}\). This vector is called the (orthogonal) projection of \(\mathbf{a}\) onto \(\mathbf{u}\). It has the property that the difference between it and the original vector \(\mathbf{a}\) is perpendicular to \(\mathbf{u}\):

\[
(\mathbf{a} - \text{proj}_\mathbf{u}\mathbf{a}) \cdot \mathbf{u} = 0.
\]

The two-dimensional case of this is illustrated on Figure 2.3. Note that the size of the dot product \(\mathbf{a} \cdot \mathbf{u}\) equals the length of the projection.
2.9. **The cross product.** The dot product of two vectors is a scalar. In this section, we define another product of two vectors: their “cross product”, which is a vector. Our discussion requires basic familiarity with $2 \times 2$ and $3 \times 3$ determinants, so you may want to give a quick look to Appendix A before proceeding further.

**Definition.** Let $\mathbf{a} = \langle a_1, a_2, a_3 \rangle$ and $\mathbf{b} = \langle b_1, b_2, b_3 \rangle$ be two three-dimensional vectors. Then their cross product $\mathbf{a} \times \mathbf{b}$ is the vector

$$\mathbf{a} \times \mathbf{b} = \begin{vmatrix} a_2 & a_3 \\ b_2 & b_3 \end{vmatrix} \mathbf{e}_1 - \begin{vmatrix} a_1 & a_3 \\ b_1 & b_3 \end{vmatrix} \mathbf{e}_2 + \begin{vmatrix} a_1 & a_2 \\ b_1 & b_2 \end{vmatrix} \mathbf{e}_3.$$  

**Remarks.** There are a couple of things we should point out:

1. The cross product is defined only for three-dimensional vectors. There is no analog of this operation for two-dimensional vectors.
2. The defining formula may be confusing at first. On the other hand, following the exact labelling is important because of the properties of the cross product (see the Theorem below). Another representation of the cross product that is much easier to remember is

$$\mathbf{a} \times \mathbf{b} = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ a_1 & a_2 & a_3 \\ b_1 & b_2 & b_3 \end{vmatrix}.$$  

(2.7)

This expression is not exactly a determinant in the sense described in Appendix A (since its first row consists of vectors instead of numbers), but if we expand this “determinant” as if we were dealing with the determinant of a regular $3 \times 3$ matrix, we get exactly the cross product of $\mathbf{a}$ and $\mathbf{b}$.

The following theorem summarizes the algebraic properties of the cross product.

**Theorem 2.4.** Let $\mathbf{a}$, $\mathbf{b}$, and $\mathbf{c}$ denote three-dimensional vectors and let $c, c_1, c_2$ denote scalars. Then

1. $\mathbf{b} \times \mathbf{a} = -(\mathbf{a} \times \mathbf{b})$
2. $(c_1 \mathbf{a}) \times (c_2 \mathbf{b}) = c_1 c_2 (\mathbf{a} \times \mathbf{b})$
3. $\mathbf{a} \times (\mathbf{b} + \mathbf{c}) = \mathbf{a} \times \mathbf{b} + \mathbf{a} \times \mathbf{c}$
4. $(\mathbf{a} + \mathbf{b}) \times \mathbf{c} = \mathbf{a} \times \mathbf{c} + \mathbf{b} \times \mathbf{c}$
5. $\mathbf{a} \times \mathbf{a} = 0$ and $\mathbf{a} \times 0 = 0$
6. $\mathbf{a} \times (\mathbf{b} \times \mathbf{c}) = (\mathbf{a} \times \mathbf{b}) \times \mathbf{c}$ may fail.
Example 2.5. We have
\[
\mathbf{e}_1 \times \mathbf{e}_2 = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{vmatrix} = \begin{vmatrix} 0 & 0 & \mathbf{e}_1 - \mathbf{e}_2 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{vmatrix} = \mathbf{e}_3 = \mathbf{e}_3,
\]
and similarly,
\[
\mathbf{e}_2 \times \mathbf{e}_3 = \mathbf{e}_1, \quad \mathbf{e}_3 \times \mathbf{e}_1 = \mathbf{e}_2.
\]
By property 1), we also have
\[
\mathbf{e}_2 \times \mathbf{e}_1 = -\mathbf{e}_3, \quad \mathbf{e}_1 \times \mathbf{e}_3 = -\mathbf{e}_2, \quad \mathbf{e}_3 \times \mathbf{e}_2 = -\mathbf{e}_1.
\]
Note that
\[
\mathbf{e}_1 \times (\mathbf{e}_2 \times \mathbf{e}_1) = \mathbf{e}_1 \times (-\mathbf{e}_3) = -(\mathbf{e}_1 \times \mathbf{e}_3) = \mathbf{e}_2
\]
and
\[
(\mathbf{e}_1 \times \mathbf{e}_2) \times \mathbf{e}_1 = \mathbf{e}_3 \times \mathbf{e}_1 = \mathbf{e}_2,
\]
so \(\mathbf{e}_1 \times (\mathbf{e}_2 \times \mathbf{e}_1) = (\mathbf{e}_1 \times \mathbf{e}_2) \times \mathbf{e}_1\). On the other hand,
\[
\mathbf{e}_1 \times (\mathbf{e}_1 \times \mathbf{e}_2) = \mathbf{e}_1 \times \mathbf{e}_3 = -\mathbf{e}_2,
\]
whereas by property 5),
\[
(\mathbf{e}_1 \times \mathbf{e}_1) \times \mathbf{e}_2 = 0 \times \mathbf{e}_2 = 0.
\]
Thus, \(\mathbf{e}_1 \times (\mathbf{e}_1 \times \mathbf{e}_2) \neq (\mathbf{e}_1 \times \mathbf{e}_1) \times \mathbf{e}_2\); this illustrates property 6) above.

Example 2.6. Compute the cross product of \(\mathbf{a} = \langle 3, -2, 1 \rangle\) and \(\mathbf{b} = \langle 1, -1, 1 \rangle\).

Solution. By (2.7),
\[
\mathbf{a} \times \mathbf{b} = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ 3 & -2 & 1 \\ 1 & -1 & 1 \end{vmatrix} = -2 \mathbf{e}_1 - 3 \mathbf{e}_2 + 3 \mathbf{e}_3 = -\mathbf{e}_1 - 2\mathbf{e}_2 - \mathbf{e}_3 = \langle -1, -2, -1 \rangle.
\]

Second solution. We can also argue by using the algebraic properties in the theorem and the values of the cross products of \(\mathbf{e}_1, \mathbf{e}_2, \) and \(\mathbf{e}_3\):
\[
(3\mathbf{e}_1 - 2\mathbf{e}_2 + \mathbf{e}_3) \times (\mathbf{e}_1 - \mathbf{e}_2 + \mathbf{e}_3) \\
= 3\mathbf{e}_1 \times \mathbf{e}_1 - 2\mathbf{e}_2 \times \mathbf{e}_1 + \mathbf{e}_3 \times \mathbf{e}_1 - 3\mathbf{e}_1 \times \mathbf{e}_2 + 2\mathbf{e}_2 \times \mathbf{e}_2 - \mathbf{e}_3 \times \mathbf{e}_2 + 3\mathbf{e}_1 \times \mathbf{e}_3 - 2\mathbf{e}_2 \times \mathbf{e}_3 + \mathbf{e}_3 \times \mathbf{e}_3 \\
= 0 + 2\mathbf{e}_3 + \mathbf{e}_2 - 3\mathbf{e}_3 + 0 + \mathbf{e}_1 - 3\mathbf{e}_2 - 2\mathbf{e}_1 + 0 = -\mathbf{e}_1 - 2\mathbf{e}_2 - \mathbf{e}_3.
\]

2.10. Geometric meaning of the cross product.

Theorem 2.5. Let \(\mathbf{a} = \langle a_1, a_2, a_3 \rangle\) and \(\mathbf{b} = \langle b_1, b_2, b_3 \rangle\) be three-dimensional vectors. Then:

i) \(\mathbf{a} \times \mathbf{b}\) is perpendicular to both \(\mathbf{a}\) and \(\mathbf{b}\). The direction of \(\mathbf{a} \times \mathbf{b}\) is determined by the right-hand rule.

ii) \(||\mathbf{a} \times \mathbf{b}|| = ||\mathbf{a}|| ||\mathbf{b}|| \sin \theta\), where \(\theta\) is the angle between \(\mathbf{a}\) and \(\mathbf{b}\). That is, the length of \(\mathbf{a} \times \mathbf{b}\) is equal to the area of the parallelogram determined by \(\mathbf{a}\) and \(\mathbf{b}\).

iii) \(\mathbf{a} \times \mathbf{b} = 0\) if and only if \(\mathbf{a}\) and \(\mathbf{b}\) are parallel.
iv) The volume $V$ of the parallelepiped determined by three vectors $\mathbf{a}$, $\mathbf{b}$, and $\mathbf{c}$ which are not coplanar (that is, they do not lie in one plane) is given by the formula

$$V = |\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c})|.$$ 

Furthermore, three vectors $\mathbf{a}$, $\mathbf{b}$, and $\mathbf{c}$ are coplanar if and only if $\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c}) = 0$.

**Example 2.7.** Find two unit vectors perpendicular to $\mathbf{a} = \langle 1, 2, 3 \rangle$ and $\mathbf{b} = \langle 2, 1, 1 \rangle$.

**Solution.** We know from part 1) of the theorem that $\mathbf{a} \times \mathbf{b}$ is orthogonal to both $\mathbf{a}$ and $\mathbf{b}$. We find that

$$\mathbf{a} \times \mathbf{b} = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ 1 & 2 & 3 \\ 2 & 1 & 1 \end{vmatrix} = \begin{vmatrix} 2 & 3 \\ 1 & 1 \end{vmatrix}\mathbf{e}_1 - \begin{vmatrix} 1 & 3 \\ 1 & 2 \end{vmatrix}\mathbf{e}_2 + \begin{vmatrix} 1 & 2 \\ 1 & 1 \end{vmatrix}\mathbf{e}_3 = -\mathbf{e}_1 + 5\mathbf{e}_2 - 3\mathbf{e}_3.$$

Hence,

$$||\mathbf{a} \times \mathbf{b}|| = \sqrt{(-1)^2 + 5^2 + (-3)^2} = \sqrt{35},$$

and two (in fact the only two) unit vectors orthogonal to $\mathbf{a}$ and $\mathbf{b}$ are

$$\mathbf{u} = \frac{\mathbf{a} \times \mathbf{b}}{||\mathbf{a} \times \mathbf{b}||} = \left\langle -\frac{1}{\sqrt{35}}, \frac{5}{\sqrt{35}}, -\frac{3}{\sqrt{35}} \right\rangle \quad \text{and} \quad -\mathbf{u} = \left\langle \frac{1}{\sqrt{35}}, -\frac{5}{\sqrt{35}}, \frac{3}{\sqrt{35}} \right\rangle.$$ 

□

**Example 2.8.** Find the area of the triangle with vertices $P(1, 2, 3)$, $Q(-1, 3, 2)$, and $R(3, -1, 2)$.

**Solution.** The area of $\triangle PQR$ is one half of the area of the parallelogram determined by the vectors $\overrightarrow{PQ} = \langle -2, -1, 1 \rangle$ and $\overrightarrow{PR} = \langle 2, -3, -1 \rangle$. We know from part ii) of Theorem 2.5 that the area of the parallelogram is the length of

$$\overrightarrow{PQ} \times \overrightarrow{PR} = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ -2 & 1 & -1 \\ 2 & -3 & -1 \end{vmatrix} = \begin{vmatrix} 1 & -1 \\ -3 & -1 \end{vmatrix}\mathbf{e}_1 - \begin{vmatrix} 2 & -1 \\ -2 & -3 \end{vmatrix}\mathbf{e}_2 + \begin{vmatrix} 2 & 1 \\ -2 & -3 \end{vmatrix}\mathbf{e}_3 = -4\mathbf{e}_1 - 4\mathbf{e}_2 + 4\mathbf{e}_3.$$

Therefore, the area of the triangle is $\frac{1}{2} \sqrt{16 + 16 + 16} = 2\sqrt{3}$. □

**Exercises**

1. Let $O(0, 0), A(1, 2), B(3, 0)$, and $M(-2, 1)$ be points in $\mathbb{R}^2$. Draw the geometric vectors $\mathbf{v} = \overrightarrow{AB}$ and $\mathbf{w} = \overrightarrow{MO}$ and use them to draw the following vectors:
   - (a) $\mathbf{v} + 2\mathbf{w}$
   - (b) $\mathbf{w} - \mathbf{v}$
   - (c) $\mathbf{w} + \frac{1}{2}\mathbf{v}$

2. Find $||\mathbf{b}||$, $\mathbf{a} - 3\mathbf{b}$, $||\mathbf{a} + \frac{1}{2}\mathbf{b}||$, and $2\mathbf{a} + \mathbf{b} - 3\mathbf{e}_2$, where $\mathbf{a}$ and $\mathbf{b}$ are the following vectors:
   - (a) $\mathbf{a} = \langle 1, -2 \rangle$, $\mathbf{b} = \langle 2, 0 \rangle$
   - (b) $\mathbf{a} = 3\mathbf{e}_1 + 2\mathbf{e}_2$, $\mathbf{b} = -\mathbf{e}_1 + \mathbf{e}_2$
   - (c) $\mathbf{a} = \langle 2, 0, -1 \rangle$, $\mathbf{b} = \langle -3, 1, 1 \rangle$
   - (d) $\mathbf{a} = 2\mathbf{e}_2 + \frac{1}{2}\mathbf{e}_3$, $\mathbf{b} = -2\mathbf{e}_1 + \mathbf{e}_2 + \mathbf{e}_3$

3. Find a vector $\mathbf{b}$ that has the same direction as $\mathbf{a} = \langle 1, -1 \rangle$ and length $||\mathbf{b}|| = 3$.

4. Find $\mathbf{a} \cdot \mathbf{b}$, where $\mathbf{a}$ and $\mathbf{b}$ are the following vectors:
   - (a) $\mathbf{a} = \langle 3, -2, 1 \rangle$, $\mathbf{b} = \langle 1, 0, 2 \rangle$
   - (b) $\mathbf{a} = \langle 2, 0, -1 \rangle$, $\mathbf{b} = \langle 2, 1, 4 \rangle$
   - (c) $\mathbf{a} = 3\mathbf{e}_1 + 2\mathbf{e}_2 + 4\mathbf{e}_3$, $\mathbf{b} = -\mathbf{e}_1 + 2\mathbf{e}_2 + \frac{1}{2}\mathbf{e}_3$
   - (d) $||\mathbf{a}|| = 2$, $||\mathbf{b}|| = 3$, $\langle \mathbf{a}, \mathbf{b} \rangle = 60^\circ$

5. Find the angle between the given vectors:
   - (a) $\mathbf{a} = \langle 2, 0, -1 \rangle$, $\mathbf{b} = \langle 2, 1, 4 \rangle$
   - (b) $\mathbf{a} = \langle 2, 0, 0 \rangle$, $\mathbf{b} = \langle 1, \sqrt{3} \rangle$
   - (c) $\mathbf{a} = 3\mathbf{e}_1 + 2\mathbf{e}_2$, $\mathbf{b} = -\mathbf{e}_1 + \mathbf{e}_3$

6. Find the three angles of the triangle with vertices $A(1, 0, 0), B(2, 1, 0), C(0, 1, 2)$.

7. Determine whether the given vectors are parallel, perpendicular, or neither:
12. Find the area of the triangle with vertices
   \( A \), \( B \), and \( C \).

13. Let \( a \) and \( b \) be the following vectors:
   \[ a = \langle 1, 2, 3 \rangle, \quad b = \langle 1, \sqrt{2}, \sqrt{3} \rangle \]

14. Use the method from the second solution of Example 2.6 to find \( r \times s \), where
   \[ r = \cos \phi \cos \theta e_1 + \cos \phi \sin \theta e_2 - \sin \phi e_3, \quad s = -\sin \phi \sin \theta e_1 + \sin \phi \cos \theta e_2. \]

15. Use the method from the second solution of Example 2.6 to find \( u \times v \), where
   \[ u = e_1 + a \cos \phi e_2 + a \sin \phi e_3, \quad v = -b \sin \phi e_2 + b \cos \phi e_3. \]

16. Let \( r = \langle x, y, z \rangle \) and \( a = \langle a, b, c \rangle \). Describe the set of points \( P(x, y, z) \) such that \( \| r - a \| = R \).

17. Prove the Cauchy–Schwarz inequality: if \( a, b \) are three-dimensional vectors, then
   \[ |a \cdot b| \leq \|a\| \|b\|. \]

18. Prove the triangle inequality: if \( a, b \) are three-dimensional vectors, then
   \[ \|a + b\| \leq \|a\| + \|b\|. \]

19. Are the following statements true or false?
   (a) If \( a \neq 0 \) and \( a \cdot b = a \cdot c \), then it follows that \( b = c \).
   (b) If \( a \neq 0 \) and \( a \times b = a \times c \), then it follows that \( b = c \).
   (c) If \( a \neq 0 \), \( a \cdot b = a \cdot c \), and \( a \times b = a \times c \), then it follows that \( b = c \).
3. Lines and Planes

3.1. Equations of a straight line in space. In our discussion of lines and planes, we shall use the notion of a position vector. A position vector is a vector whose initial point is at the origin. Thus, the components of a position vector are the same as the coordinates of its terminal point.

We shall specify a line in space using a point on the line and the direction of the line. If \( \mathbf{r}_0 \) is the position vector of a point \( P_0(x_0, y_0, z_0) \) on the line and if \( \mathbf{v} \) is a vector parallel to the line, then the terminal point of a position vector \( \mathbf{r} \) is on the line if and only if

\[
\mathbf{r} = \mathbf{r}_0 + t\mathbf{v} \quad \text{for some } t \in \mathbb{R}.
\]

We call (3.1) a parametric vector equation of the line \( \ell \) through \( P_0 \) and parallel to \( \mathbf{v} \). In this equation, we construct a generic point \( P \) on \( \ell \) in two steps: first we get on \( \ell \) by going to the given point \( P_0 \); then we slide along \( \ell \) by a multiple of the given vector \( \mathbf{v} \) until we reach \( P \) (see Figure 3.1). The value of the parameter \( t \) indicates the distance along \( \ell \) (measured in units equal to \( \|\mathbf{v}\| \)) that we need to move to reach \( P \): for example, \( t = 0 \) corresponds to \( P = P_0 \) and \( t = -2 \) corresponds to a point that is at a distance \( 2\|\mathbf{v}\| \) from \( P_0 \) in the direction opposite to \( \mathbf{v} \).

\[\text{Figure 3.1. The parametric vector equation of a line}\]

Writing \( \mathbf{v} \) and \( \mathbf{r} \) in component form, \( \mathbf{v} = \langle a, b, c \rangle \) and \( \mathbf{r} = \langle x, y, z \rangle \), we can express (3.1) in terms of the components of the vectors involved:

\[
\langle x, y, z \rangle = \langle x_0, y_0, z_0 \rangle + t \langle a, b, c \rangle = \langle x_0 + ta, y_0 + tb, z_0 + tc \rangle,
\]
or equivalently:

\[
x = x_0 + ta, \quad y = y_0 + tb, \quad z = z_0 + tc \quad (t \in \mathbb{R}).
\]

(3.2)

These are the parametric scalar equations of \( \ell \). In general, the vector \( \mathbf{v} = \langle a, b, c \rangle \) is determined up to multiplication by a nonzero scalar, that is, we can use any nonzero scalar multiple of \( \mathbf{v} \) in place of \( \mathbf{v} \). This will change the coefficients in equations (3.1) and (3.2), but not the underlying set of points. We shall refer to the coordinates \( a, b, c \) of any vector \( \mathbf{v} \) parallel to \( \ell \) as direction numbers of \( \ell \).

Another common way to specify a line \( \ell \) in space are its symmetric equations. Given the scalar equations (3.2), with \( abc \neq 0 \), we can eliminate \( t \) to obtain the equations

\[
\frac{x - x_0}{a} = \frac{y - y_0}{b} = \frac{z - z_0}{c}.
\]

(3.3)

These are the symmetric equations of \( \ell \). If one of \( a, b, \) or \( c \) is zero—say, \( b = 0 \), we obtain the symmetric equations of \( \ell \) by keeping that scalar equation and eliminating \( t \) from the other two:

\[
y = y_0, \quad \frac{x - x_0}{a} = \frac{z - z_0}{c}.
\]
If two among $a, b, c$ are equal to zero, the corresponding scalar equations represent the symmetric equations of $\ell$ after discarding the third parametric equation: if $a = b = 0$, the symmetric equations of $\ell$ are

$$x = x_0, \quad y = y_0.$$  

Finally, we can describe a line in space by the coordinates of any two distinct points $P_1(x_1, y_1, z_1)$ and $P_2(x_2, y_2, z_2)$ on the line. If $P_1$ and $P_2$ are such points, $\overrightarrow{P_1P_2} = \langle x_2 - x_1, y_2 - y_1, z_2 - z_1 \rangle$ is parallel to the line, so we can write the symmetric equations (3.3) in the form

$$\frac{x - x_1}{x_2 - x_1} = \frac{y - y_1}{y_2 - y_1} = \frac{z - z_1}{z_2 - z_1},$$  \hspace{1cm} (3.4)

(or something like it, for other types of symmetric equations).

**Example 3.1.** Find the equations of the line $\ell$ through the points $P(1, 0, 3)$ and $Q(2, -1, 4)$.

**Solution.** To obtain the symmetric equations, we note that $\overrightarrow{PQ} = \langle 1, -1, 1 \rangle$ is a vector parallel to $\ell$, so (3.3) can be written as

$$\frac{x - 1}{1} = \frac{y - 0}{-1} = \frac{z - 3}{1} \quad \iff \quad x - 1 = -y = z - 3.$$  

The parametric scalar equations (based again on $\overrightarrow{PQ}$) are

$$x = 1 + t, \quad y = 0 + t(-1) = -t, \quad z = 3 + t \quad (t \in \mathbb{R}),$$

and the parametric vector equation is

$$\mathbf{r}(t) = \langle 1, 0, 3 \rangle + t \langle 1, -1, 1 \rangle = \langle 1 + t, -t, 3 + t \rangle \quad (t \in \mathbb{R}). \quad \Box$$

**Example 3.2.** Find a parametric vector equation of the line $\ell$ passing through $P(-1, 2, -3)$ and parallel to the line $2(x + 1) = 4(y - 3) = z$.

**Solution.** We can write the equations of the second line as

$$\frac{x + 1}{\frac{1}{2}} = \frac{y - 3}{\frac{3}{2}} = z,$$

so $\mathbf{v} = \langle \frac{1}{2}, \frac{3}{4}, 1 \rangle$ is a vector parallel to the second line. Therefore, $\mathbf{v}$ is also parallel to $\ell$. That is, $\ell$ passes through $P$ and is parallel to $\mathbf{v}$. Its vector equation then is

$$\mathbf{r}(t) = \langle -1, 2, -3 \rangle + t \langle \frac{1}{2}, \frac{3}{4}, 1 \rangle = \langle -1 + \frac{1}{2}t, 2 + \frac{3}{4}t, -3 + t \rangle \quad (t \in \mathbb{R}). \quad \Box$$

**Example 3.3.** Find the point of intersection and the angle between the lines with the vector parametrizations

$$\mathbf{r}_1(t) = \langle 1 + t, -1 - t, -4 + 2t \rangle \quad \text{and} \quad \mathbf{r}_2(u) = \langle 1 - u, 1 + 3u, 2u \rangle.$$  

**Solution.** If it exists, the point of intersection of the given lines will have coordinates $(x, y, z)$ such that

$$x = 1 + t = 1 - u, \quad y = -1 - t = 1 + 3u, \quad z = -4 + 2t = 2u,$$

for some $t, u$. From the equations for $x$, we find that $t = -u$. Hence, the other two equations between $t$ and $u$ become

$$-1 + u = 1 + 3u, \quad -4 - 2u = 2u, \quad \implies \quad u = -1, \quad t = -u = 1.$$  

Therefore, the point of intersection is $(2, -2, -2)$.  
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To find the angle between the lines, we find the angle $\theta$ between their parallel vectors: $v = \langle 1, -1, 2 \rangle$ for the first line and $u = \langle -1, 3, 2 \rangle$ for the second. Thus, by the corollary to Theorem 2.3, 
\[
\cos \theta = \frac{u \cdot v}{\|u\| \|v\|} = \frac{-1 - 3 + 4}{\sqrt{6} \sqrt{14}} = 0 \implies 0 = 90^\circ.
\]

3.2. **Equations of a plane.** We shall specify a plane in space using a point on the plane and a direction perpendicular to the plane. If $r_0$ is the position vector of a point $P_0(x_0, y_0, z_0)$ on the plane and $n = \langle a, b, c \rangle$ is a vector perpendicular (also called normal) to the plane, then a generic point $P(x, y, z)$ is on the plane if and only if $\overrightarrow{P_0P}$ is perpendicular to $n$ (see Fig. 3.2). Introducing the position vector $r$ of $P$, we can express this condition as 
\[
\overrightarrow{P_0P} \cdot n = 0 \iff (r - r_0) \cdot n = 0, \tag{3.5}
\]
or equivalently, 
\[
n \cdot r = n \cdot r_0. \tag{3.6}
\]
These are the vector equations of the given plane.

![Figure 3.2. The vector equation of a plane](image)

If we express the dot product in (3.5) in terms of the components of the vectors, we get 
\[
a(x - x_0) + b(y - y_0) + c(z - z_0) = 0, \tag{3.7}
\]
or the scalar equation of the given plane. Given the last equation, we can easily obtain the plane’s linear equation: 
\[
a x + by + cz + d = 0, \tag{3.8}
\]
simply by writing $d = -ax_0 - by_0 - cz_0$.

**Example 3.4.** Find the equation of the plane that contains $P(1, -2, 3)$ and is perpendicular to $e_2 + 2e_3$.

*Solution.* The scalar equation of this plane is 
\[
0(x - 1) + 1(y + 2) + 2(z - 3) = 0 \iff y + 2z - 4 = 0.
\]

**Example 3.5.** Find the equation of the plane $\pi$ that contains $P(3, -1, 5)$ and is parallel to the plane with equation $4x + 2y - 7z + 5 = 0$.

*Solution.* A normal vector for the given plane is $n = \langle 4, 2, -7 \rangle$. Hence, the scalar equation of $\pi$, which also has $n$ as its normal vector, is 
\[
4(x - 3) + 2(y + 1) - 7(z - 5) = 0 \iff 4x + 2y - 7z + 25 = 0.
\]
Example 3.6. Find the equation of the plane that contains the points \( P(1, 2, 3) \), \( Q(-1, 3, 2) \), and \( R(3, -1, 2) \).

Solution. The cross product \( \overrightarrow{PQ} \times \overrightarrow{PR} \) is a normal vector for this plane. By Example 2.8,

\[
\overrightarrow{PQ} \times \overrightarrow{PR} = -4\mathbf{e}_1 - 4\mathbf{e}_2 + 4\mathbf{e}_3,
\]

so we can use the normal vector \( \mathbf{n} = (1, 1, -1) \). We obtain the scalar equation

\[
(x - 1) + (y - 2) - (z - 3) = 0 \iff x + y - z = 0.
\]

Example 3.7. Find the angle between the planes \( 2x - y + 3z = 5 \) and \( 5x + 5y - z = 1 \).

Solution. The angle between the two planes equals the angle between their normal vectors: \( \mathbf{n}_1 = (2, -1, 3) \) and \( \mathbf{n}_2 = (5, 5, -1) \), respectively. If \( \theta \) is the angle between \( \mathbf{n}_1 \) and \( \mathbf{n}_2 \), we use the dot product to find

\[
\cos \theta = \frac{\mathbf{n}_1 \cdot \mathbf{n}_2}{\| \mathbf{n}_1 \| \| \mathbf{n}_2 \|} = \frac{10 - 5 - 3}{\sqrt{14} \sqrt{51}} = \frac{2}{\sqrt{714}}.
\]

Example 3.8. Find the line of intersection of the planes \( x + y + z + 1 = 0 \) and \( x - 2y + z = 5 \).

Solution. We shall compute the symmetric equations of the given line. First, by adding the two equations, we obtain the equation

\[
2x + 2z + 3 = 0 \iff x = -z - 3/2 \iff x = \frac{z + 3/2}{-1}.
\]

On the other hand, subtracting the two given equations, we get

\[
2y - 1 = 0 \iff y = 1/2.
\]

Hence, the symmetric equations of the given line are

\[
x = \frac{z + 3/2}{-1}, \quad y = 1/2.
\]

Note that these symmetric equations lead to the parametric scalar equations

\[
x = t, \quad y = 1/2, \quad z = -3/2 - t \quad (t \in \mathbb{R}).
\]

Example 3.9. Find the distance from \( P(3, -5, 2) \) to the plane \( x - 2y + z = 5 \).

Solution 1. The distance from \( P \) to the given plane is equal to the distance \( |PQ| \), where \( Q \) is the intersection point of the plane and the line through \( P \) that is perpendicular to the plane. The normal vector to the plane \( \mathbf{n} = (1, -2, 1) \) is parallel to the line \( PQ \), so the symmetric equations of that line are

\[
\frac{x - 3}{1} = \frac{y + 5}{-2} = \frac{z - 2}{1}.
\]

Combining these equations with the equation of the plane, we obtain a linear system

\[
x - 3 = \frac{y + 5}{-2}, \quad z - 2 = \frac{y + 5}{-2}, \quad x - 2y + z = 5,
\]

whose solution \((\frac{4}{3}, -\frac{5}{3}, \frac{1}{3})\) is the point \( Q \). Therefore,

\[
|PQ| = \left((\frac{4}{3})^2 + (\frac{10}{3})^2 + (-\frac{5}{3})^2\right)^{1/2} = \frac{5}{3} \sqrt{6}.
\]
Solution 2. We now give a second solution, which is somewhat trickier, but has the advantage that can be easily generalized (see the next example). Let \(Q(u, v, w)\) be the same point as before. In this solution, we avoid the explicit computation of \(u, v, w\). We have \(\overrightarrow{PQ} = (u - 3, v + 5, w - 2)\).

By the definition of \(Q\), we know that \(\overrightarrow{PQ}\) is normal to the given plane, so \(\overrightarrow{PQ}\) is parallel to the normal vector \(\vec{n} = (1, -2, 1)\). Hence, by the properties of the dot product,

\[
|\vec{n} \cdot \overrightarrow{PQ}| = ||\vec{n}|| |\overrightarrow{PQ}| \cos \angle(\vec{n}, \overrightarrow{PQ}) = \sqrt{6} |\overrightarrow{PQ}|,
\]

since the angle between the two vectors is 0° or 180°. On the other hand, using the definition of the dot product, we have

\[
|\vec{n} \cdot \overrightarrow{PQ}| = |(u - 3) - 2(v + 5) + (w - 2)| = |u - 2v + w - 15| = |5 - 15| = 10.
\]

Here, we have used that \(u - 2v + w = 5\), because \(Q\) lies on the given plane. Comparing the two expressions for the dot product \(|\vec{n} \cdot \overrightarrow{PQ}|\), we conclude that \(|\overrightarrow{PQ}| = 10/\sqrt{6}\). \(\square\)

Example 3.10. Find the distance from \(P(x_0, y_0, z_0)\) to the plane \(ax + by + cz + d = 0\).

Solution*. We essentially repeat the second solution of the previous example. Let \(Q(u, v, w)\) be the intersection point of the plane and the line through \(P\) that is perpendicular to the plane. Then \(\overrightarrow{PQ} = (u - x_0, v - y_0, w - z_0)\). Since \(\overrightarrow{PQ}\) is normal to the given plane, it is parallel to its normal vector \(\vec{n} = (a, b, c)\). Hence, by the properties of the dot product,

\[
|\vec{n} \cdot \overrightarrow{PQ}| = ||\vec{n}|| |\overrightarrow{PQ}| \cos \angle(\vec{n}, \overrightarrow{PQ}) = \sqrt{a^2 + b^2 + c^2} |\overrightarrow{PQ}|,
\]

since the angle between the two vectors is 0° or 180°. On the other hand, using the definition of the dot product, we have

\[
|\vec{n} \cdot \overrightarrow{PQ}| = |a(u - x_0) + b(v - y_0) + c(w - z_0)|
\]

\[
= |au + bv + cw - ax_0 - by_0 - cz_0|
\]

\[
= | -d - ax_0 - by_0 - cz_0| = |ax_0 + by_0 + cz_0 + d|.
\]

Here, we have used that \(au + bv + cw = -d\), because \(Q\) lies on the given plane. Comparing the two expressions for the dot product \(|\vec{n} \cdot \overrightarrow{PQ}|\), we conclude that the desired distance is

\[
|\overrightarrow{PQ}| = \frac{|ax_0 + by_0 + cz_0 + d|}{\sqrt{a^2 + b^2 + c^2}}. \quad \square
\]

Exercises

1. Find the equations of the line that passes through the point \((1, -2, 3)\) and is perpendicular to the plane with equation \(-2x + y - z + 4 = 0\).

2. Find the equations of the line that passes through the points \((0, -2, 3)\) and \((1, 1, 5)\).

3. Let \(\ell_1\) be the line with equations \(x = -1 + 2t, y = 3t, z = 2\) and let \(\ell_2\) be the line through the points \((4, 3, 2)\) and \((6, -1, 4)\). Determine whether these two lines are parallel, intersecting, or skew. If they intersect, find their intersection point.

4. Find the intersection points of the line with equations \(\frac{x - 3}{2} = \frac{y + 1}{5} = z\) and the coordinate planes.

5. Find an equation of the plane that passes through the point \((1, -2, 3)\) and is perpendicular to the vector \((3, 0, -2)\).
6. Find an equation of the plane that contains the line with equations \( \frac{x - 1}{2} = \frac{y + 2}{3} = \frac{z - 2}{4} \) and is parallel to the plane \( 3x - 2y = 5 \).

7. Find an equation of the plane through the points \((1, -1, 0), (2, 0, 3),\) and \((-2, 2, 1)\).

8. Find the equations of the intersection line of the planes \( x + y - z = 2 \) and \( 2x - 3y + z = 6 \).

9. Find an equation of the plane that contains both the line \( \ell_1 \) with equations \( x = 1 + 2t, y = -1 + 3t, z = -2t \) and the line \( \ell_2 \) with equations \( x = -2 - 3t, y = t, z = 4 + 4t \).

10. Find the angle between the given planes:
    (a) \( 2x - y + 3z = 0, \) \( x + 2y + z = 4; \)
    (b) \( x + y + z = 4, \) \( x + 2y - 3z = 6. \)

11. The planes \( 2x - 2y - z = 1 \) and \( 6x - 6y - 3z = -5 \) are parallel. Find the distance between them.
4. Vector functions

4.1. Definition. A vector-valued function (or a vector function) is a function whose domain is a set of real numbers and whose range is a set of vectors. In general, a vector function has the form

\[ f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle = f_1(t)e_1 + f_2(t)e_2 + f_3(t)e_3. \]

where \( f_1, f_2, \) and \( f_3 \) are functions in the regular sense (functions for which both the inputs and outputs are real numbers). The functions \( f_1, f_2, \) and \( f_3 \) are sometimes called the component functions of the vector function \( f \). When we want to distinguish that the values of a function \( f \) are numbers (as opposed to vectors), we will refer to \( f \) as a scalar function.

Example 4.1. As we know from Lecture #3, the parametric equation of the line in space passing through \((1,0,-5)\) and parallel to the vector \( \langle 1, 2, 1 \rangle \) is, in fact, a vector function:

\[ \mathbf{r}(t) = \langle 1 + t, 2t, -5 + t \rangle \quad (t \in \mathbb{R}). \]

The line is the set of values of this function, not the graph (the graph is four-dimensional).

Here is another example of a vector function:

\[ f(t) = \langle \cos t, (t - 5)^{-1}, \ln t \rangle; \]

its domain is \((0, 5) \cup (5, \infty)\). \(\Box\)

4.2. Calculus of vector functions: limits. Vector functions can have limits, derivatives, antiderivatives, and definite integrals—just like scalar functions. As we will see, all of these can be computed componentwise. Because of that, once one is proficient in the calculus of scalar-valued functions, one can easily master the calculus of vector functions. We begin with limits and continuity. The limit of a vector function is a vector.

Definition. If \( f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle \) is defined near \( a \), then the limit of \( f(t) \) as \( t \to a \) is defined by

\[ \lim_{t \to a} f(t) = \left\langle \lim_{t \to a} f_1(t), \lim_{t \to a} f_2(t), \lim_{t \to a} f_3(t) \right\rangle, \]

provided that the limits of all three component functions exist.

Definition. A vector function \( f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle \), defined near \( a \), is continuous at \( a \) if

\[ \lim_{t \to a} f(t) = f(a). \]

Example 4.2. We have

\[ \lim_{t \to 7} \langle \cos t, (t - 5)^{-1}, \ln t \rangle = \left\langle \lim_{t \to 7} \cos t, \lim_{t \to 7} (t - 5)^{-1}, \lim_{t \to 7} \ln t \right\rangle = \langle \cos 7, \frac{1}{2}, \ln 7 \rangle. \]

\(\Box\)

4.3. Calculus of vector functions: derivatives.

Definition. If \( f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle \) is continuous at \( a \), then its derivative \( f'(a) \) at \( a \) is defined by

\[ f'(a) = \lim_{t \to a} \frac{f(t) - f(a)}{t - a} = \lim_{h \to 0} \frac{f(a + h) - f(a)}{h}, \]

provided that the limit on the right exists. If \( f'(a) \) exists, we say that \( f \) is differentiable at \( a \).
Theorem 4.1. A vector function $f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle$ is differentiable at $a$ if and only if all three component functions $f_1, f_2, f_3$ are. When $f'(a)$ exists, we have 

$$f'(a) = \langle f'_1(a), f'_2(a), f'_3(a) \rangle.$$ 

In other words, the derivative of a vector function can be computed using componentwise differentiation.

Proof. We have

$$f'(a) = \lim_{t \to a} \frac{f(t) - f(a)}{t - a} = \lim_{t \to a} \frac{\langle f_1(t) - f_1(a), f_2(t) - f_2(a), f_3(t) - f_3(a) \rangle}{t - a} = \langle f'_1(a), f'_2(a), f'_3(a) \rangle.$$ 

□

Example 4.3. If $f(t) = \langle \cos t, (t - 5)^{-1}, \ln t \rangle$, then 

$$f'(t) = \langle -\sin t, -(t - 5)^{-2}, t^{-1} \rangle.$$ 

□

Theorem 4.2. Let $f$ and $g$ be differentiable vector functions, let $u$ be a differentiable scalar function, and let $c$ be a scalar. Then the following formulas hold:

1. $[f(t) + g(t)]' = f'(t) + g'(t)$;
2. $[cf(t)]' = cf'(t)$;
3. $[u(t)f(t)]' = u(t)f'(t) + u'(t)f(t)$;
4. $[f(t) \cdot g(t)]' = f(t) \cdot g'(t) + f'(t) \cdot g(t)$;
5. $[f(t) \times g(t)]' = f(t) \times g'(t) + f'(t) \times g(t)$;
6. $[f(u(t))]' = f'(u(t))u'(t)$.

Proof. We shall prove 4). If $f(t) = \langle f_1(t), f_2(t), f_3(t) \rangle$ and $g(t) = \langle g_1(t), g_2(t), g_3(t) \rangle$, then 

$$f(t) \cdot g(t) = f_1(t)g_1(t) + f_2(t)g_2(t) + f_3(t)g_3(t).$$ 

Hence, the left side of 4) equals 

$$[f(t) \cdot g(t)]' = \left( f_1(t)g_1(t) + f_2(t)g_2(t) + f_3(t)g_3(t) \right)' = f'_1(t)g_1(t) + f_1(t)g'_1(t) + f'_2(t)g_2(t) + f_2(t)g'_2(t) + f'_3(t)g_3(t) + f_3(t)g'_3(t).$$ 

On the other hand, we have 

$$f'(t) \cdot g(t) = \langle f'_1(t), f'_2(t), f'_3(t) \rangle \cdot \langle g_1(t), g_2(t), g_3(t) \rangle = f'_1(t)g_1(t) + f'_2(t)g_2(t) + f'_3(t)g_3(t),$$ 

$$f(t) \cdot g'(t) = \langle f_1(t), f_2(t), f_3(t) \rangle \cdot \langle g'_1(t), g'_2(t), g'_3(t) \rangle = f_1(t)g'_1(t) + f_2(t)g'_2(t) + f_3(t)g'_3(t),$$ 

so the right side of 4) equals 

$$f'_1(t)g_1(t) + f'_2(t)g_2(t) + f'_3(t)g_3(t) + f_1(t)g'_1(t) + f_2(t)g'_2(t) + f_3(t)g'_3(t).$$ 

This establishes 4).
4.4. **Calculus of vector functions: integrals.** The definition of the definite integral of a continuous function via Riemann sums (see Appendix B) can also be extended to vector functions. Here, we will adopt an equivalent definition, which is a little less transparent but considerably easier to use.

**Definition.** If \( \mathbf{f}(t) = (f_1(t), f_2(t), f_3(t)) \) is continuous in \([a, b]\), then its **definite integral** \( \int_a^b \mathbf{f}(t) \, dt \) is defined by

\[
\int_a^b \mathbf{f}(t) \, dt = \left\langle \int_a^b f_1(t) \, dt, \int_a^b f_2(t) \, dt, \int_a^b f_3(t) \, dt \right\rangle.
\]

**Remark.** Note that \( \int_a^b \mathbf{f}(t) \, dt \) is a vector (not a scalar and not a vector function).

**Example 4.4.** If \( \mathbf{f}(t) = \langle \cos t, (t - 5)^{-1}, \ln t \rangle \), then

\[
\int_1^2 \mathbf{f}(t) \, dt = \left\langle \int_1^2 \cos t \, dt, \int_1^2 (t - 5)^{-1} \, dt, \int_1^2 \ln t \, dt \right\rangle
\
= \left\langle \left[ \sin t \right]_1^2, \left[ \ln |t - 5| \right]_1^2, \left[ t \ln t - t \right]_1^2 \right\rangle
\
= \langle \sin 2 - \sin 1, \ln(\frac{3}{2}), 2 \ln 2 - 1 \rangle.
\]

\[\square\]

**Theorem 4.3.** Let \( \mathbf{f} \) and \( \mathbf{g} \) be continuous vector functions, let \( \mathbf{u} \) be a vector, and let \( c \) be a scalar. Then the following formulas hold:

1. \( \int_a^b \left[ \mathbf{f}(t) + \mathbf{g}(t) \right] \, dt = \int_a^b \mathbf{f}(t) \, dt + \int_a^b \mathbf{g}(t) \, dt \);
2. \( \int_a^b \left[ c \mathbf{f}(t) \right] \, dt = c \int_a^b \mathbf{f}(t) \, dt \);
3. \( \int_a^b \left[ \mathbf{u} \cdot \mathbf{f}(t) \right] \, dt = \mathbf{u} \cdot \int_a^b \mathbf{f}(t) \, dt \);
4. \( \int_a^b \left[ \mathbf{u} \times \mathbf{f}(t) \right] \, dt = \mathbf{u} \times \int_a^b \mathbf{f}(t) \, dt \);
5. \( \int_a^b \mathbf{f}'(t) \, dt = \mathbf{f}(b) - \mathbf{f}(a) \).

**Proof.** We shall prove 4). Both sides of the identity are three-dimensional vectors, so it suffices to show that their respective components are equal. If \( \mathbf{u} = (u_1, u_2, u_3) \) and \( \mathbf{f}(t) = (f_1(t), f_2(t), f_3(t)) \), then

\[
\mathbf{u} \times \mathbf{f}(t) = \langle u_2f_3(t) - u_3f_2(t), u_3f_1(t) - u_1f_3(t), u_1f_2(t) - u_2f_1(t) \rangle.
\]

Thus, the first component of the left side of 4) is

\[
\int_a^b (u_2f_3(t) - u_3f_2(t)) \, dt = u_2 \int_a^b f_3(t) \, dt - u_3 \int_a^b f_2(t) \, dt.
\]

Since the right side of this identity is also the first component of the right side of 4), this shows that the first components of the two sides of 4) match. The proof that the remaining two components of the two sides of 4) match is similar. \(\square\)

**Exercises**

1. Evaluate \( \lim_{t \to a} \left\langle \frac{\ln(t + 1)}{t}, \frac{\sin 2t}{t}, e^t \right\rangle \), where: (a) \( a = 1 \); (b) \( a = 0 \).
2. Find the derivative of the given vector function:
   (a) \( f(t) = \langle \ln (t^2 + 1), \arcsin 2t, e^t \rangle \)
   (b) \( f(t) = \langle 5t^3 + 2t, e^t \sin t, e^t \cos t \rangle \)
   (c) \( f(t) = t^3e_1 - 3e^2e_3 \)
   (d) \( f(t) = \sqrt{t^2} + 1e_1 - \cos 2te_2 + \sin 2te_3 \)

3. Evaluate the given integral:
   (a) \( \int_0^1 (t^2 + 4)^{-1} e_1 + t(t^2 - 2)^{-1} e_3 \) dt
   (b) \( \int_{-1}^1 \langle 5t^3 + 2t, e^{2t}, \sin t \cos^4 t \rangle \) dt

4. Find \( f(t) \), if \( f'(t) = 2te_1 + e^t e_2 + (\ln t) e_3 \) and \( f(1) = e_1 + e_2 \).
5. Space curves

You are familiar with parametric plane curves from single-variable calculus. Vector functions are a great tool for dealing with curves, both in the plane and in space. In this lecture, we use vector functions to give a unified treatment of plane curves and space curves.

5.1. Review of plane curves. Recall that a curve \( \gamma \) in the plane is the set
\[
\gamma = \{(x, y) : x = x(t), y = y(t), \ t \in I\},
\]
where \( I \) is some interval in \( \mathbb{R} \) (finite or infinite; open, closed, or semiopen) and \( x(t) \) and \( y(t) \) are continuous functions of \( t \). We refer to the pair of equations
\[
x = x(t), \quad y = y(t) \quad (t \in I)
\]
(5.1) as parametric equations or a parametrization of \( \gamma \). A curve \( \gamma \) has many parametrizations, and sometimes replacing one parametrization by another can change a particular property of the curve, even if the set of points stays the same. Thus, when we want to distinguish a particular parametrization, we talk about the parametric curve \( \gamma \) with equations (5.1).

5.2. Definition of space curve. Next, we extend the above definitions to three dimensions.

Definition. If \( x(t), y(t), z(t) \) are continuous functions defined on an interval \( I \), then the set
\[
\gamma = \{(x, y, z) : x = x(t), y = y(t), z = z(t), \ t \in I\}
\]
is called a space curve. The equations
\[
x = x(t), \quad y = y(t), \quad z = z(t) \quad (t \in I)
\]
(5.2) are called parametric equations or a parametrization of \( \gamma \); \( t \) is the parameter.

Alternatively, we can think of the curve \( \gamma \) with equations (5.2) as the range of the vector function
\[
r(t) = x(t)e_1 + y(t)e_2 + z(t)e_3 \quad (t \in I).
\]
(5.3)

Indeed, if we draw the vectors \( r(t) \) so that they all start at the origin, then the resulting geometric vectors will be exactly the position vectors of the points on the curve (see Figure 5.1). We shall refer to (5.3) as the parametric (vector) equation of \( \gamma \). Note that the plane curve (5.1) can be treated as a special case of a space curve:
\[
r(t) = x(t)e_1 + y(t)e_2 + 0e_3 \quad (t \in I).
\]

![Figure 5.1. Vector functions and curves in space](image-url)
Example 5.1. Consider the space curve $\gamma$ with parametric equation

$$r(t) = (\cos t)\mathbf{e}_1 + (\sin t)\mathbf{e}_2 + t\mathbf{e}_3 \quad (0 \leq t < \infty).$$

The point $(\cos t, \sin t, 0)$ traces the unit circle $x^2 + y^2 = 1$ in the $xy$-plane in the counterclockwise direction, so the point $(\cos t, \sin t, t)$ on $\gamma$ moves in the positive direction of the $z$-axis along a spiral lying above that circle. This curve is known as the helix; it is shown on Figure 5.2.

Example 5.2. Consider the space curve $\gamma$ with parametric equation

$$r(t) = (t \cos t)\mathbf{e}_1 + (t \sin t)\mathbf{e}_2 + t\mathbf{e}_3 \quad (0 \leq t < \infty).$$

The initial point of the curve is the origin. For any given $t$, we have

$$(t \cos t)^2 + (t \sin t)^2 = t^2,$$

so the $x$, $y$, and $z$-coordinates of a point on $\gamma$ always satisfy the equation $x^2 + y^2 = z^2$. Thus, $\gamma$ is an infinite spiral that starts at the origin and unwinds upward and outward; it is shown on Fig. 5.3.

Example 5.3. Given two points $P_1(x_1, y_1, z_1)$ and $P_2(x_2, y_2, z_2)$, the space curve

$$r(t) = (1 - t)(x_1, y_1, z_1) + t(x_2, y_2, z_2) \quad (0 \leq t \leq 1)$$

is the line segment with endpoints $P_1$ and $P_2$. Indeed, we can express $r(t)$ in the form

$$r(t) = (x_1 + t(x_2 - x_1), y_1 + t(y_2 - y_1), z_1 + t(z_2 - z_1)),$$

which is the parametric equation of the line through $P_1$ that is parallel to $P_1P_2$. Thus, if the domain for $t$ was the whole real line $\mathbb{R}$, the curve would be the straight line through $P_1$ and $P_2$. Restricting the domain for $t$ to the interval $[0, 1]$, we obtain the piece of the line between $r(0) = (x_1, y_1, z_1) = P_1$ and $r(1) = (x_2, y_2, z_2) = P_2$, that is, the line segment $P_1P_2$. □

5.3. Smooth curves. At first glance, continuous curves appear to be a good model for the geometric objects that we think of as “curves”: that is, two- or three-dimensional objects that are essentially one-dimensional. However, it turns out that there are some rather peculiar continuous parametric curves. For example, in 1890 the Italian mathematician Giuseppe Peano stunned the mathematical community with his construction of a continuous plane curve that fills the entire unit square (see §5.7); there are also examples of continuous space curves that fill an entire cube. In order to rule out such pathological curves, we shall restrict our attention to a special class of parametric curves called “piecewise smooth”. 28
**Definition.** A curve $\gamma$ given by a vector function $\mathbf{r}(t)$, $t \in I$, is called **smooth** if $\mathbf{r}'(t)$ is continuous and $\mathbf{r}'(t) \neq \mathbf{0}$ (except possibly at the endpoints of $I$). A curve $\gamma$ consisting of a finite number of smooth pieces is called **piecewise smooth**.

**Example 5.4.** For the helix $\mathbf{r}(t) = (\cos t)\mathbf{e}_1 + (\sin t)\mathbf{e}_2 + t\mathbf{e}_3$, $t \geq 0$, we have
\[
\mathbf{r}'(t) = (-\sin t)\mathbf{e}_1 + (\cos t)\mathbf{e}_2 + \mathbf{e}_3 \neq \mathbf{0}.
\]
Hence, the helix is a smooth curve. \hfill \Box

**Example 5.5.** Determine whether the curve $\gamma$ defined by the vector function
\[
\mathbf{r}(t) = t^2\mathbf{e}_1 + t^3\mathbf{e}_2 + (\cos t)\mathbf{e}_3 \quad (t \in \mathbb{R})
\]
is smooth, piecewise smooth, or neither.

**Solution.** The derivative
\[
\mathbf{r}'(t) = 2t\mathbf{e}_1 + 3t^2\mathbf{e}_2 - \sin t\mathbf{e}_3
\]
vansishes when $t = 0$. Thus, $\gamma$ is not smooth. On the other hand, the curves
\[
\gamma_1 : \quad \mathbf{r}(t) = t^2\mathbf{e}_1 + t^3\mathbf{e}_2 + (\cos t)\mathbf{e}_3 \quad (t \geq 0)
\]
and
\[
\gamma_2 : \quad \mathbf{r}(t) = t^2\mathbf{e}_1 + t^3\mathbf{e}_2 + (\cos t)\mathbf{e}_3 \quad (t \leq 0)
\]
are smooth, since they fail the condition $\mathbf{r}'(t) \neq \mathbf{0}$ only at an endpoint of the intervals on which they are defined. Since $\gamma$ is the union of $\gamma_1$ and $\gamma_2$, it follows that $\gamma$ is piecewise smooth. \hfill \Box

5.4. **Tangent lines.** The requirement that $\mathbf{r}'(t) \neq \mathbf{0}$ for a smooth curve is not arbitrary. To explain where it comes from, we now consider the following problem.

**Problem.** Let $\gamma$ be a smooth parametric curve with parametric equation
\[
\mathbf{r}(t) = x(t)\mathbf{e}_1 + y(t)\mathbf{e}_2 + z(t)\mathbf{e}_3 \quad (t \in I).
\]
Find an equation of the tangent line to $\gamma$ at the point $\mathbf{r}(a) = (x_0, y_0, z_0)$.

**Idea of solution.** The tangent line will have the parametric equations
\[
x = x_0 + at, \quad y = y_0 + bt, \quad z = z_0 + ct \quad (t \in \mathbb{R}),
\]
where $\mathbf{u} = (a, b, c)$ is any vector parallel to the tangent line. In other words, we need to determine the direction of the tangent line.

Recall that the tangent line through $P(x_0, y_0, z_0)$ is the limit of the secant lines through $P$ and a point $Q(x, y, z)$ on the curve as $Q \to P$. If $Q = \mathbf{r}(t)$, then a vector parallel to the secant line through $P$ and $Q$ is
\[
\overrightarrow{PQ} = (x - x_0, y - y_0, z - z_0) = \mathbf{r}(t) - \mathbf{r}(a).
\]
Thus,
\[
\text{direction of tangent line at } P = \lim_{t \to a} \left[ \frac{\text{direction of secant line through } P, Q}{\text{direction of } \mathbf{r}(t) - \mathbf{r}(a)} \right] = \lim_{t \to a} \left[ \frac{\text{direction of } \mathbf{r}(t) - \mathbf{r}(a)}{\text{direction of normalized } \mathbf{r}(t) - \mathbf{r}(a)} \right] = \lim_{t \to a} \frac{\mathbf{r}(t) - \mathbf{r}(a)}{\| \mathbf{r}(t) - \mathbf{r}(a) \|} = \lim_{t \to a} \frac{(\mathbf{r}(t) - \mathbf{r}(a))/(t - a)}{\| \mathbf{r}(t) - \mathbf{r}(a) \|/(t - a)}.
\]
By the definition of derivative, the limit of the numerator is $r'(a)$. By a slightly more complicated argument (which we omit), the limit of the denominator is $\|r'(a)\|$. Thus, a vector parallel to the tangent line is $r'(a)/\|r'(a)\|$.

![Figure 5.4. The tangent vector $r'(t)$ at $P = r(t)$](image)

We now see the reason for the requirement of non-vanishing of the derivative in the definition of smoothness: with that requirement, a smooth curve has a tangent line at every point. Furthermore, the vector $r'(t)$ is parallel to the tangent line to the curve at the endpoint $P$ of $r(t)$. For this reason, $r'(t)$ is called also the tangent vector to the curve $r(t)$ (see Figure 5.4). The unit tangent vector to $r(t)$ is given by the formula

$$T(t) = \frac{r'(t)}{\|r'(t)\|}.$$  

It points in the same direction as the tangent vector $r'(t)$ but has length 1.

**Example 5.6.** For the helix, we have

$$r'(t) = (-\sin t)e_1 + (\cos t)e_2 + e_3,$$

so the unit tangent vector is

$$T(t) = \frac{r'(t)}{\|r'(t)\|} = \frac{\langle -\sin t, \cos t, 1 \rangle}{\sqrt{(-\sin t)^2 + (\cos t)^2 + 1^2}} = \left\langle \frac{-\sin t}{\sqrt{2}}, \frac{\cos t}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right\rangle.$$

**Example 5.7.** Find the equation of the tangent line to the helix at the point $P$ corresponding to the value of the parameter $t = \pi$.

**Solution.** We have $P(-1,0,\pi)$. The tangent line passes through $P$ and is parallel to the tangent vector $r'(\pi) = \langle 0, -1, 1 \rangle$ (see Example 5.6). Hence, its parametric equation is

$$r(t) = \langle -1, 0, \pi \rangle + t \langle 0, -1, 1 \rangle = \langle -1 + t, -t, \pi + t \rangle \quad (t \in \mathbb{R});$$

the symmetric equations of the tangent line are $x = -1, \frac{y}{-1} = \frac{z - \pi}{1}$.

**Example 5.8.** Find the angle between the helix and the curve $\gamma$ defined by the vector function

$$r_2(t) = -te_1 + (t - 1)^2e_2 + \pi te_3 \quad (t \geq 0)$$

at $P(-1,0,\pi)$. 
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Solution. Let $\sigma$ denote the helix. If $P$ lies on both $\gamma$ and $\sigma$, the angle between $\gamma$ and $\sigma$ at $P$ is the angle between their tangent vectors. It is easy to see that both curves do pass through $P$: $r_1(\pi) = r_2(1) = (-1, 0, \pi)$. We know from Example 5.7 that the tangent vector to the helix at $P$ is $v_1 = \langle 0, -1, 1 \rangle$. The tangent vector to $\gamma$ at $P$ is

$$v_2 = r_2'(1) = (-1, 2(t - 1), \pi)_{t=1} = (-1, 0, \pi).$$

Hence, if $\alpha$ is the angle between $\gamma$ and $\sigma$ at $P$, we have

$$\cos \alpha = \frac{v_1 \cdot v_2}{\|v_1\| \|v_2\|} = \frac{0 \cdot (-1) + (-1) \cdot 0 + 1 \cdot \pi}{\sqrt{0^2 + (-1)^2 + 1^2} \sqrt{(-1)^2 + 0^2 + \pi^2}} = \frac{\pi}{\sqrt{2 + 2\pi^2}},$$

that is,

$$\alpha = \arccos \left(\frac{\pi}{\sqrt{2 + 2\pi^2}}\right) \approx 0.8315. \quad \Box$$

5.5 Normal vectors*. We now want to find vectors that are perpendicular to the curve $r(t)$, that is, we want to find vectors orthogonal to the tangent vector $r'(t)$, or equivalently, to the unit tangent vector $T(t)$. One such vector is the unit normal vector

$$N(t) = \frac{T'(t)}{\|T'(t)\|}.$$

In order to prove that $N(t)$ and $T(t)$ are orthogonal, we differentiate both sides of the identity

$$T(t) \cdot T(t) = \|T(t)\|^2 = 1.$$

We obtain

$$T'(t) \cdot T(t) + T(t) \cdot T'(t) = 0 \implies 2T(t) \cdot T'(t) = 0 \implies T(t) \cdot T'(t) = 0.$$

That is, $T'(t)$ is orthogonal to $T(t)$.

Another vector orthogonal to $T(t)$ is the unit binormal vector

$$B(t) = T(t) \times N(t).$$

By the properties of the cross product, $B(t)$ is perpendicular to both $T(t)$ and $N(t)$ and has length equal to the area of the parallelogram with sides $T(t)$ and $N(t)$. Since this parallelogram is a square of side length 1, $B(t)$ is a unit vector.

**Remark.** Note that it is important to use $T(t)$ and not $r'(t)$ when we compute the normal vector. In fact, $r''(t)$ need not be orthogonal to $r'(t)$ and in most cases won’t be. For example, if $r(t) = \langle 1, t, t^2 \rangle$, we have $r'(t) = \langle 0, 1, 2t \rangle$ and $r''(t) = \langle 0, 0, 2 \rangle$, so

$$r'(t) \cdot r''(t) = 4t \neq 0 \quad \text{unless } t = 0.$$

On the other hand, $T(t)$ and $T'(t)$ are orthogonal:

$$T(t) = \langle 0, (1 + 4t^2)^{-1/2}, 2t(1 + 4t^2)^{-1/2} \rangle, \quad T'(t) = \langle 0, -4t(1 + 4t^2)^{-3/2}, 2(1 + 4t^2)^{-3/2} \rangle.$$
5.6. **Arc length.** You are probably familiar with the formula for arc length of a parametric plane curve: if \( \gamma \) is a parametric curve in the \( xy \)-plane with parametric equations (5.1), where \( I = [a, b] \), then its length \( L(\gamma) \) is given by the formula

\[
L(\gamma) = \int_a^b \sqrt{x'(t)^2 + y'(t)^2} \, dt. \tag{5.4}
\]

In this section, we generalize this formula to space curves. We argue from scratch, so even if (5.4) is new to you, this should not be an obstacle.

First, we must say what we mean by “length” of a curve. We shall focus on piecewise smooth curves given by a parametric equation of the form (5.3). The intuitive idea of length is that we can take the curve, “straighten” it into a line segment, and then measure the length of that line segment. Now, imagine that we live in a “rigid” world, where we cannot straighten our curve (or bend a thread so it would lay on top of the curve). We could try to cut a number of short straight line segments and piece them together so that the resulting polygon lies close to our original curve; we can then measure the total length of the polygon and argue that the length of the curve is about the same. This is the basic idea behind our definition of arc length.

![Figure 5.5. Polygonal approximation to a curve by a 13-gon](image)

Let \( \gamma \) be a parametric curve given by (5.3) with \( I = [a, b] \). For each \( n \geq 1 \), set \( \Delta_n = (b - a)/n \) and define the numbers that partition \( [a, b] \) into \( n \) subintervals of equal lengths:

\[
t_0 = a, \quad t_1 = a + \Delta_n, \quad t_2 = a + 2\Delta_n, \quad \ldots, \quad t_n = a + n\Delta_n = b.
\]

We write \( x_i = x(t_i), y_i = y(t_i), z_i = z(t_i) \) for the coordinates of the point \( P_i(x_i, y_i, z_i) \) that corresponds to the value \( t = t_i \) of the parameter. The points \( P_0, P_1, P_2, \ldots, P_n \) partition \( \gamma \) into \( n \) arcs (see Figure 5.5). Let \( L_n \) be the length of the polygon with vertices at those points, that is,

\[
L_n = \sum_{i=1}^n |P_{i-1}P_i| = \sum_{i=1}^n \sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 + (z_i - z_{i-1})^2}.
\]

If the sequence \( \{L_n\}_{n=1}^\infty \) converges and \( \lim_{n \to \infty} L_n = L \), we call \( L \) the arc length of the given curve.

Using the above definition and the properties of smooth functions and of definite integrals, we can prove the following formula for the length of a piecewise smooth curve.

**Theorem 5.1.** Let \( \gamma \) be a piecewise smooth parametric curve with equation

\[
r(t) = x(t)e_1 + y(t)e_2 + z(t)e_3 \quad (t \in [a, b]).
\]


Then the arc length of $\gamma$ is

$$L(\gamma) = \int_a^b \sqrt{x'(t)^2 + y'(t)^2 + z'(t)^2} \, dt = \int_a^b \|\mathbf{r}'(t)\| \, dt. \quad (5.5)$$

**Remarks.**

1. Note that (5.4) is a special case of (5.5): namely, the case when $z(t) = 0$.

2. Note that (5.5) gives the length of the parametric curve and not the length of the graph. For example, the parametric equation

$$\mathbf{r}(t) = \cos t \mathbf{e}_1 + \sin t \mathbf{e}_2 + 0 \mathbf{e}_3 \quad (0 \leq t \leq 4\pi)$$

represents the unit circle in the $xy$-plane. If we apply (5.5) to this curve, we will find that its length is $4\pi$ (and not $2\pi$). The explanation for this is that the above curve traces the unit circle twice.

**Example 5.9.** If $f'$ is continuous on $[a, b]$, the length of the curve $y = f(x)$ is

$$L = \int_a^b \sqrt{1 + (f'(x))^2} \, dx.$$

This formula follows from the theorem by representing the given graph as a parametric curve with parametrization

$$\mathbf{r}(t) = t \mathbf{e}_1 + f(t) \mathbf{e}_2 + 0 \mathbf{e}_3 \quad (t \in [a, b]).$$

\[\square\]

**Example 5.10.** Find the length of the curve $\gamma$ given by $\mathbf{r}(t) = \langle 2t^{3/2}, \cos 2t, \sin 2t \rangle$, where $0 \leq t \leq 1$.

**Solution.** We have

$$\mathbf{r}'(t) = 3t^{1/2} \mathbf{e}_1 - 2 \sin 2t \mathbf{e}_2 + 2 \cos 2t \mathbf{e}_3,$$

so (5.5) yields

$$L(\gamma) = \int_0^1 \|\mathbf{r}'(t)\| \, dt = \int_0^1 \sqrt{(3t^{1/2})^2 + (-2 \sin 2t)^2 + (2 \cos 2t)^2} \, dt$$

$$= \int_0^1 \sqrt{9t + 4 \sin^2 2t + 4 \cos^2 2t} \, dt = \int_0^1 \sqrt{9t + 4} \, dt$$

$$= \frac{1}{9} \int_4^{13} u^{1/2} \, du = \frac{2(13 \sqrt{13} - 8)}{27} \approx 2.879. \quad \square$$

5.7. **Space-filling curves**. In this section, we describe the general idea of the construction of Peano’s space-filling curve. We start with a piecewise linear curve contained in the unit square. This curve is then shrunk to a fraction of its original size and several copies of it are placed throughout the unit square in such a way that they do not intersect and can be easily connected one to another with straight lines. This yields a more complicated polygon that also lies within the unit square. The whole process (shrinking, copying, connecting) is then repeated iteratively. The first two iterations of Peano’s original constructions are displayed on Figure 5.6; Figure 5.7 shows the first five iterations of an alternative construction by Hilbert. The result of the iterative process is a sequence of curves. It can be proved that the sequence of continuous functions underlying this sequence of curves has a limit, which is also a continuous function. It should be intuitively clear (and this can be proved rigorously) that the limit curve fills the entire square.
Exercises

1. Does the point \( P(0, \pi, 1) \) lie on the curve parametrized by the given vector function \( \mathbf{r}(t) \)? If so, for what value(s) of \( t \)?
   
   (a) \( \mathbf{r}(t) = \langle \sin t, 2 \arccos t, t + 1 \rangle \)  
   (b) \( \mathbf{r}(t) = \langle \sin t, t, \cos 2t \rangle \)  
   (c) \( \mathbf{r}(t) = te_2 + \tan te_3 \)

2. Do the curves \( \mathbf{r}_1(t) = \langle t, t^2, t^3 \rangle \) and \( \mathbf{r}_2(t) = \langle t - 2, t^3 - 3t + 2, t^2 + t - 6 \rangle \) intersect?

3. Let two objects move in space along trajectories described by the vector functions \( \mathbf{r}_1(t) = \langle t, t^2, t^3 \rangle \) and \( \mathbf{r}_2(t) = \langle t - 2, t^3 - 3t + 2, t^2 + t - 6 \rangle \). Will the objects ever collide? That is, will they ever be at the same point in space at the same time?

4. Find the unit tangent vector \( \mathbf{T}(t) \) to the curve \( \mathbf{r}(t) = \langle 3t, \cos 3t, \ln(t + 1) \rangle \) at the point with \( t = 0 \).

5. Find the equations of the tangent line to the curve \( \mathbf{r}(t) = \langle t^3 - 2, t^2 + 1, 3t + 1 \rangle \) at the point \((-2, 1, 1)\).

6. Find the equations of the tangent line to the curve \( \mathbf{r}(t) = \langle 5 \cos t, 5 \sin t, 2 \cos 2t \rangle \) at the point \((-5, 0, 2)\).
7. Find the points on the curve \( \mathbf{r}(t) = \langle 5 \cos t, 5 \sin t, 2 \cos 2t \rangle \) where the tangent line is parallel to the \( x \)-axis.

8. Is the given curve smooth? If not, then is it piecewise smooth?
   (a) \( \mathbf{r}(t) = \langle t^3 + t, \sin 2t, 3t^2 - 1 \rangle \)
   (b) \( \mathbf{r}(t) = \langle \cos t, t^2, \cos 2t \rangle \)
   (c) \( \mathbf{r}(t) = \langle \cos t, t, \cos 3t \rangle \)

9. Find the intersection point of the curves \( \mathbf{r}_1(t) = \langle 2t, t^2 + t, t^3 \rangle \) and \( \mathbf{r}_2(t) = \langle t, t^2 - 3t + 4, t^2 + t - 5 \rangle \). Find the angle between the curves at that point, that is, find the angle between the tangent vectors at the point.

10. Find the arc length of the curve \( \mathbf{r}(t) \):
   (a) \( \mathbf{r}(t) = \langle 1, t^2, t^3 \rangle, 0 \leq t \leq 1 \)
   (b) \( \mathbf{r}(t) = \langle t, \ln t, 2\sqrt{2}t \rangle, 1 \leq t \leq 2 \)

11. Let \( \mathbf{r}(t), a \leq t \leq b \), be a parametrization of a smooth curve \( \gamma \). Let \( L = \int_a^b \| \mathbf{r}'(t) \| \, dt \) be the length of \( \gamma \) and define the new function
    \[ s(t) = \int_a^t \| \mathbf{r}'(u) \| \, du \quad (a \leq t \leq b). \]
    (a) Evaluate \( s(a) \) and \( s(b) \).
    (b) Use the Fundamental Theorem of Calculus to show that \( s'(t) > 0 \) for all \( t \) with \( a < t < b \).
    (c) Let \( t = \psi(s), 0 \leq s \leq L \), be the inverse function of the function \( s(t) \), and define the vector function \( \mathbf{f}(s) = \mathbf{r}(\psi(s)), 0 \leq s \leq L \). Show that \( \| \mathbf{f}'(s) \| = 1 \) for all \( s \) with \( 0 < s < L \).
    (d) Convince yourself that the vector function \( \mathbf{f}(s) \) from part (c) is another parametrization of the curve \( \gamma \). This parametrization has a special property: \( \mathbf{f}(s) \) is the position vector of the point on \( \gamma \) that is \( s \) units along the curve after the initial point. This parametrization is known as the parametrization with respect to arc length or the natural parametrization and plays an important role in the study of space curves.
    (e) Parametrize with respect to arc length the curve \( \mathbf{r}(t) = \langle e^s \sin 4t, e^s \cos 4t, 5 \rangle, 0 \leq t \leq \frac{1}{4} \ln 4 \).
6. Multivariable functions

6.1. Functions of two variables. In this lecture we introduce multivariable functions. These are functions that depend on multiple inputs (usually 2, 3, or 4), but produce only a single output. We start our discussion with the simplest example: functions of two variables. For example, the temperature $T$ at any point on the surface of the Earth at this very moment depends on two pieces of information: the longitude $x$ and the latitude $y$ of the point. Thus, we can think of $T$ as a function $T(x, y)$ of two variables $x$ and $y$ or as a function of the ordered pair $(x, y)$. We now give a formal definition.

**Definition.** A function $f$ of two variables is a rule that assigns to each ordered pair of real numbers $(x, y)$ in a set $D$ a unique real number denoted $f(x, y)$. The set $D$ is the domain of $f$ and the set of all values that $f$ takes on is its range, that is, the range of $f$ is $\{f(x, y) : (x, y) \in D\}$.

6.2. Functions of three and more variables. The example that we used above to motivate the introduction of functions of two variables is somewhat artificial. A more natural (and also more useful) quantity is the temperature $T$ at a point $(x, y, z)$ in space at this very moment. Then $T$ is a function $T(x, y, z)$ of three variables—the coordinates $(x, y, z)$ of the point. Note that with this function in hand we don’t have to assume that the temperature in this room and the temperature on the wing of an airplane flying 39,000 feet above us are the same. An even more realistic example is that of the temperature $T$ at the point $(x, y, z)$ in space at time $t$. This quantity is a function $T(x, y, z, t)$ of four variables. Note that when we fix the value of $t$ to the time $t_0$ at the “very moment” a couple of minutes ago at which we defined the function $T(x, y, z)$, $T(x, y, z, t_0)$ turns into $T(x, y, z)$. We now give a formal definition.

**Definition.** A function $f$ of $n$ variables $x_1, x_2, \ldots, x_n$ is a rule that assigns to each ordered $n$-tuple of real numbers $(x_1, x_2, \ldots, x_n)$ in a set $D$ a unique real number denoted $f(x_1, x_2, \ldots, x_n)$. The set $D$ is the domain of $f$ and the set of all values that $f$ takes on is its range. In particular, a function $f$ of three variables is a rule that assigns to each ordered triple of real numbers $(x, y, z)$ in a set $D$ (in $\mathbb{R}^3$) a unique real number denoted $f(x, y, z)$.

6.3. Examples of domains and ranges of multivariable functions.

**Example 6.1.** The function $f(x, y) = \sqrt{1 - xy}$ is defined whenever

$$1 - xy \geq 0 \iff xy \leq 1.$$ 

If $x > 0$, the last inequality is satisfied for $y \leq x^{-1}$; if $x < 0$, the inequality is satisfied for $y \geq x^{-1}$; and if $x = 0$, it is satisfied for all $y$. That is, the domain of $f$ contains the points in I quadrant on and below the graph of $y = x^{-1}$, the points in III quadrant on and above the graph of $y = x^{-1}$, and all the points in II and IV quadrants, including the $x$- and $y$-axes (see Figure 6.1). The range of $f$ is $[0, \infty)$. Clearly, $f$ cannot attain negative values. On the other hand, if $k \geq 0$,

$$\sqrt{1 - xy} = k \iff 1 - xy = k^2 \iff xy = 1 - k^2.$$ 

Hence, if $k \geq 0, k \neq 1, f(x, y) = k$ for all points $(x, y)$ on the hyperbola $xy = 1 - k^2$; also, $f(x, y) = 1$ for all points $(x, y)$ on the coordinate axes. That is, every number $k \in [0, \infty)$ does belong to the range of $f$. \qed
Example 6.2. The domain of the function \( f(x, y, z) = \ln(16 - x^2 - y^2 - 9z^2) \) consists of the points \((x, y, z)\) in space whose coordinates satisfy

\[
16 - x^2 - y^2 - 9z^2 > 0 \iff \frac{x^2}{16} + \frac{y^2}{16} + \frac{z^2}{16/9} < 1.
\]

Since \( \ln x \) is an increasing function, the range of \( f \) consists of the logarithms of the positive numbers in the range of the function \( w = 16 - x^2 - y^2 - 9z^2 \). Because \( x^2 + y^2 + 9z^2 \) can attain any non-negative value and cannot attain any negative value, it follows that \( w \) takes on the numbers in the interval \((-\infty, 16]\). Thus, the range of \( f \) consists of the logarithms of the numbers in \((0, 16]\), that is, the range of \( f \) is \((-\infty, \ln 16]\).

6.4. Graphs.

Definition. If \( f \) is a function of \( n \) variables \( x_1, x_2, \ldots, x_n \) with domain \( D \), then the graph of \( f \) is the set of all points \((x_1, x_2, \ldots, x_n, z)\) in \( \mathbb{R}^{n+1} \) with \((x_1, x_2, \ldots, x_n) \in D \) and \( z = f(x_1, x_2, \ldots, x_n) \), that is, the graph of \( f \) is the set

\[
\{(x_1, x_2, \ldots, x_n, f(x_1, x_2, \ldots, x_n)) : (x_1, x_2, \ldots, x_n) \in D\}.
\]

In particular, the graph of a function \( f(x, y) \) defined on a set \( D \) in \( \mathbb{R}^2 \) is the surface given by

\[
\{(x, y, f(x, y)) : (x, y) \in D\}.
\]

Example 6.3. The graph of the function \( f(x, y) = 3 - x^2 - y^2 \) is the surface

\[
z = 3 - x^2 - y^2.
\]

This surface is displayed on Figure 6.2.

6.5. Level curves and surfaces. While the graph of a function of two variables provides an excellent visualization of the function, it might be quite difficult to sketch without advanced technology. What can we do using only manual (and mental) labor? One answer is well-known to cartographers. When drawing topographic or thermal maps, cartographers often produce two-dimensional drawings marked with curves of constant elevation or constant temperature. We can do the same for any function \( f(x, y) \) of two variables: we can graph \( f \) in the \( xy\)-plane by marking its “level curves”. The precise definition is: the \( k \)-level curve of the function \( f(x, y) \) is the set of all points \((x, y)\) in the domain \( D \) of \( f \) which satisfy the equation \( f(x, y) = k \).
This idea becomes even more important in the case of functions of three variables. Note that the graph \( w = f(x, y, z) \) of such a function is a four-dimensional object, which we can study analytically but cannot represent graphically in our three-dimensional universe. On the other hand, we can draw the level surfaces of \( f \): these are the sets of points in the domain of \( f \) for which \( f(x, y, z) = k \) for some fixed number \( k \).

**Example 6.4.** Describe the level curves of the function

\[
f(x, y) = \frac{x}{x^2 + y^2}.
\]

**Solution.** We want to draw the curve

\[
\frac{x}{x^2 + y^2} = k
\]

for all \( k \). If we exclude the origin from consideration (since the curve is undefined there), we can represent this curve by the equation

\[
 kx^2 + ky^2 - x = 0.
\]

When \( k = 0 \), this equation represents the \( y \)-axis \( x = 0 \), so the level curve \( f(x, y) = 0 \) is the \( y \)-axis with the origin removed from it. When \( k \neq 0 \), we can transform the equation of the level curve further to

\[
x^2 - \frac{x}{k} + y^2 = 0 \iff \left(x - \frac{1}{2k}\right)^2 + y^2 = \frac{1}{4k^2},
\]

which is the equation of a circle centered at \((\frac{1}{2k}, 0)\) of radius \(\frac{1}{2|k|}\) (\(k\) can be negative). Since the origin does lie on this circle, the level curve \( f(x, y) = k \) is the circle with the origin removed from it. A contour map of \( f \) showing the level curves with \( k = 0, \pm\frac{1}{3}, \pm\frac{1}{2}, \pm 1, \pm 2 \) is shown on Figure 6.3.

![Figure 6.3. The level curves of \( f(x, y) = x/(x^2 + y^2) \)](image-url)
6.6. Limits of multivariable functions. Since all the important concepts in the single-variable calculus were defined in terms of limits, if we are to generalize those concepts to functions of two and more variables, we must first define the notion of a limit of a multivariable function. The following definition generalizes the formal definition of limit to functions of two variables.

**Definition.** Let $f$ be a function of two variables whose domain $D$ includes points arbitrarily close to $(a, b)$. We say that the limit of $f(x, y)$ as $(x, y)$ approaches $(a, b)$ is $L$ and write

$$
\lim_{(x,y) \to (a,b)} f(x, y) = L \quad \text{or} \quad f(x, y) \to L \quad \text{as} \quad (x, y) \to (a, b),
$$

if for any given number $\epsilon > 0$, there is a corresponding number $\delta = \delta(\epsilon) > 0$ such that

$$0 < \sqrt{(x-a)^2 + (y-b)^2} < \delta \quad \Rightarrow \quad |f(x, y) - L| < \epsilon.$$

This definition is very formal. It is also very useful in proofs (something we will not be concerned with) and very imposing at first sight. A more intuitive definition reads as follows.

**Definition.** Let $f$ be a function of two variables whose domain $D$ includes points arbitrarily close to $(a, b)$. We say that the limit of $f(x, y)$ as $(x, y)$ approaches $(a, b)$ is $L$ and write

$$
\lim_{(x,y) \to (a,b)} f(x, y) = L \quad \text{or} \quad f(x, y) \to L \quad \text{as} \quad (x, y) \to (a, b),
$$

if $f(x, y)$ approaches $L$ as $(x, y)$ approaches $(a, b)$, independent of how $(x, y)$ approaches $(a, b)$.

We can define limits of functions of three or more variables in a similar fashion.

**Definition.** Let $f$ be a function of three variables whose domain $D$ includes points arbitrarily close to $(a, b, c)$. We say that the limit of $f(x, y, z)$ as $(x, y, z)$ approaches $(a, b, c)$ is $L$ and write

$$
\lim_{(x,y,z) \to (a,b,c)} f(x, y, z) = L \quad \text{or} \quad f(x, y, z) \to L \quad \text{as} \quad (x, y, z) \to (a, b, c),
$$

if $f(x, y, z)$ approaches $L$ as $(x, y, z)$ approaches $(a, b, c)$, independent of how $(x, y, z)$ approaches $(a, b, c)$. More precisely, the limit of $f(x, y, z)$ as $(x, y, z)$ approaches $(a, b, c)$ is $L$, if for any given number $\epsilon > 0$, there is a corresponding number $\delta = \delta(\epsilon) > 0$ such that

$$0 < \sqrt{(x-a)^2 + (y-b)^2 + (z-c)^2} < \delta \quad \Rightarrow \quad |f(x, y, z) - L| < \epsilon.$$

The limits of multivariable functions can be much trickier than those of a single-variable functions. The primary reason for that is the infinitude of ways in which the arguments $(x, y)$ (or $(x, y, z)$) can approach the point $(a, b)$ (or $(a, b, c)$). This point is best illustrated by examples of limits that do not exist.

**Example 6.5.** The limit

$$
\lim_{(x,y) \to (0,0)} \frac{x}{x^2 + y^2}
$$

does not exist. Indeed, we know from Example 6.4 (see also Fig. 6.3) that the level curves of this function all want to pass through $(0,0)$ (but since the point is not in the domain of $f$, they can’t). Thus, if we approach $(0,0)$ along two distinct level curves (say, along $f(x, y) = 1$ and $f(x, y) = -1$), the function values will approach distinct values ($1$ and $-1$, respectively). However, if the limit existed, $f(x, y)$ would have to approach the same value independent of the way $(x, y)$ approaches $(0,0)$. Therefore, the limit does not exist. \qed
Example 6.6. Show that the limit \( \lim_{(x,y) \to (0,0)} \frac{xy^4}{x^2 + y^8} \) does not exist.

Solution. First, consider the behavior of the function as \((x, y) \to (0, 0)\) along the straight line \(y = x\). We have

\[
\lim_{x \to 0} f(x, x) = \lim_{x \to 0} \frac{x^5}{x^2 + x^8} = \lim_{x \to 0} \frac{x^3}{1 + x^6} = 0.
\]

On the other hand, if we let \((x, y) \to (0, 0)\) along the curve \(x = y^4\), we get

\[
\lim_{y \to 0} f(y^4, y) = \lim_{y \to 0} \frac{y^8}{y^8 + y^8} = \frac{1}{2}.
\]

Since different approach paths lead to different limiting values, the limit does not exist. \(\square\)

Example 6.7. For any numbers \(a, b, c\), we have

\[
\lim_{(x,y) \to (a,b)} x = a, \quad \lim_{(x,y) \to (a,b)} y = b, \quad \lim_{(x,y) \to (a,b)} c = c.
\]

Using these facts and the two-variable versions of the limit laws:

\[
\lim_{(x,y) \to (a,b)} [f(x, y) \pm g(x, y)] = \lim_{(x,y) \to (a,b)} f(x, y) \pm \lim_{(x,y) \to (a,b)} g(x, y), \quad \text{etc.,}
\]

we can compute the limit of any polynomial in \(x\) and \(y\) at any point \((a, b)\) in the plane. For example,

\[
\lim_{(x,y) \to (2,3)} xy = \left( \lim_{(x,y) \to (2,3)} x \right) \left( \lim_{(x,y) \to (2,3)} y \right) = 2 \cdot 3 = 6.
\]

\(\square\)

6.7. Continuity of multivariable functions. We can use the notion of limit of multivariable functions to define the notion of continuity.

**Definition.** Let \(f(x, y)\) be a function of two variables whose domain \(D\) includes \((a, b)\) and points arbitrarily close to \((a, b)\). We say that \(f(x, y)\) is continuous at \((a, b)\), if

\[
\lim_{(x,y) \to (a,b)} f(x, y) = f(a, b).
\]

We say that \(f(x, y)\) is continuous in \(D\), if it is continuous at every point \((a, b) \in D\).

**Definition.** Let \(f(x, y, z)\) be a function of three variables whose domain \(D\) includes \((a, b, c)\) and points arbitrarily close to \((a, b, c)\). We say that \(f(x, y, z)\) is continuous at \((a, b, c)\), if

\[
\lim_{(x,y,z) \to (a,b,c)} f(x, y, z) = f(a, b, c).
\]

We say that \(f(x, y, z)\) is continuous in \(D\), if it is continuous at every point \((a, b, c) \in D\).

We want also to extend the notion of piecewise continuity to multivariable functions, and in particular, to functions of two variables. Recall that \(f(x)\) is called piecewise continuous on \([a, b]\) if it is continuous everywhere in \([a, b]\) except for a finite number of points, where it can have only jump or removable discontinuities. The two-dimensional version of this definition reads as follows.

**Definition.** Let \(f(x, y)\) with domain \(D\). We say that \(f(x, y)\) is piecewise continuous in \(D\), if it is continuous at every point \((a, b) \in D\), except possibly for the points on a finite number of smooth curves in \(D\), say \(\gamma_1, \gamma_2, \ldots, \gamma_n\), where \(f(x, y)\) may have jump discontinuities.
Remark. As in the case of single-variable functions, polynomials in several variables are continuous. Likewise, rational functions in several variables are continuous except where the denominator is 0. Finally, the composition of a continuous function in several variables with a continuous function is continuous.

Example 6.8. The function

\[ f(x, y) = \cos\left(\frac{x^2 - y^2}{x^2 + y^2}\right) \]

is continuous everywhere in its domain, which is all the points in \( \mathbb{R}^2 \) except \((0, 0)\). Indeed, \( f(x, y) \) is the composition of the continuous function \( w = \cos t \) and the rational function

\[ t = \frac{x^2 - y^2}{x^2 + y^2}. \]

\[ \square \]

Example 6.9. Show that the function

\[ f(x, y) = \begin{cases} \sin(x^2 + y^2) & \text{if } (x, y) \neq (0, 0), \\ 1 & \text{if } (x, y) = (0, 0) \end{cases} \]

is continuous everywhere.

Solution. Indeed, recalling that

\[ \lim_{x \to 0} \frac{\sin x}{x} = 1, \]

we find that the function

\[ g(x) = \begin{cases} \frac{\sin x}{x} & \text{if } x \neq 0, \\ 1 & \text{if } x = 0, \end{cases} \]

is continuous everywhere. Furthermore, \( x^2 + y^2 \) is also continuous everywhere. Therefore, the function \( f(x, y) = g(x^2 + y^2) \) is continuous everywhere.

\[ \square \]

Exercises

1. Find the domain and the range of the given function:
   (a) \( f(x, y) = y^2 e^{-x^2/2} \)
   (b) \( f(x, y) = \ln(x + y^2) \)
   (c) \( f(x, y, z) = \frac{z}{x^2 - y^2 - 1} \)

2. Sketch the domain of the given function:
   (a) \( f(x, y) = \ln(x + y^2) \)
   (b) \( f(x, y) = \frac{\sqrt{x^2 + 2y}}{x^2 + y^2 - 1} \)

3. For each function, draw the level curves for levels \(-1, 0, 1, 2, \) and \(3\); then sketch the graph \( z = f(x, y)\):
   (a) \( f(x, y) = 1 + y^2 \)
   (b) \( f(x, y) = 2x + 3y - 5 \)
   (c) \( f(x, y) = x^2 + y^2 \)

4. Find the given limit or show that it does not exist:
   (a) \( \lim_{(x,y) \to (1,3)} (x^4 - 4xy^2 + 2x^2y) \)
   (b) \( \lim_{(x,y) \to (0,0)} \frac{xy}{x^2 + y^2} \)
   (c) \( \lim_{(x,y) \to (1,0,2)} \frac{\sin(2xy)}{1 - 3y^2} \)
   (d) \( \lim_{(x,y) \to (0,0)} \frac{3x^2y}{x^4 + y^2} \)
   (e) \( \lim_{(x,y) \to (0,0)} \frac{xy}{\sqrt{x^2 + y^2}} \)
   (f) \( \lim_{(x,y) \to (0,0)} \frac{xy}{\sqrt{1 + xy} - 1} \)
5. Find the set of points in $\mathbb{R}^2$ or $\mathbb{R}^3$ where the given function is continuous:

(a) $f(x, y) = \sin(x^4 + x^2y^2)$

(b) $f(x, y, z) = \ln(4 - x^2 - y^2 - 4z^2)$

(c) $f(x, y) = \begin{cases} 
\frac{xy}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0), \\
1 & \text{if } (x, y) = (0, 0). 
\end{cases}$

(d) $f(x, y) = \begin{cases} 
\frac{xy}{\sqrt{1 + xy} - 1} & \text{if } (x, y) \neq (0, 0), \\
1 & \text{if } (x, y) = (0, 0). 
\end{cases}$
7. Surfaces

7.1. Introduction. In single-variable calculus, the interplay between curves and functions is essential: we use geometrical questions about curves to motivate the study of calculus and then apply our knowledge of calculus to answer questions about plane curves. A similar symbiosis occurs in multivariable calculus between functions and surfaces. However, while we are familiar with a fair number of plane curves, our supply of known surfaces is limited essentially to planes, spheres, and graphs \( z = f(x, y) \). We introduced also the level surfaces of functions of three variables: these are the sets

\[ \Sigma = \{(x, y, z) \in \mathbb{R}^3 : F(x, y, z) = k\} \]

However, there are hardly any level surfaces that we recognize. The main goal of this lecture is to introduce some other surfaces that are commonly used in multivariable calculus.

7.2. Cylinders.

Definition. A cylinder is a surface that consists of all lines—called rulings—that are parallel to a given line and pass through a given plane curve.

Example 7.1. We have seen already one example of a cylinder: in Example 1.8, we explained that the equation \( x^2 + y^2 = x \) describes the surface \( \Sigma \) in space that consists of all the points on vertical lines that pass through a circle in the \( xy \)-plane. Note that by a similar argument, any equation of one of the forms

\[ f(x, y) = 0, \quad f(x, z) = 0, \quad \text{or} \quad f(y, z) = 0 \]

represents a cylinder in space. For example, the equation \( 2y^2 + z^2 = 1 \) represents the cylinder that passes through the ellipse \( 2y^2 + z^2 = 1 \) in the \( yz \)-plane and has rulings parallel to the \( x \)-axis. Note that the three-dimensional equations of the ellipse are

\[ 2y^2 + z^2 = 1, \quad x = 0. \]

Similarly, in space, the equation \( x = y^2 \) represents the cylinder that passes through the parabola \( x = y^2 \) in the \( xy \)-plane and has rulings parallel to the \( z \)-axis.

7.3. Quadric surfaces. Quadric surfaces are generalizations of the conic sections to three dimensions.

Definition. A quadric surface is the set of all points \((x, y, z) \in \mathbb{R}^3\) that satisfy a second-degree equation in the variables \(x, y, z\):

\[ A_{11}x^2 + A_{12}xy + A_{13}xz + A_{22}y^2 + A_{23}yz + A_{33}z^2 + B_1x + B_2y + B_3z + B_0 = 0, \]

where \(A_{11}, \ldots, A_{33}, B_0, \ldots, B_3\) are constants.

In other words, a quadric surface is a level surface of a quadratic function of three variables. In the next couple of examples, we visualize some quadric surfaces by sketching their traces in planes parallel to the coordinate planes.

Example 7.2. Consider the quadric surface

\[ \frac{x^2}{4} + y^2 + z^2 = 1. \]

The trace of this surface in the horizontal plane \( z = k \) has equations

\[ \frac{x^2}{4} + y^2 = 1 - k^2, \quad z = k, \]
which represent an ellipse, provided that
\[ 1 - k^2 > 0 \iff -1 < k < 1. \]
Similarly, the traces of the surface in the planes \( y = k, \ -1 < k < 1 \), and \( x = k, \ -2 < k < 2 \), are also ellipses. Thus, the given surface is called an *ellipsoid*.

**Example 7.3.** Consider the quadric surface
\[ z = x^2 - 2y^2. \]
The trace of this surface in a plane \( x = k \) is
\[ z = k^2 - 2y^2, \quad x = k, \]
which is a parabola open downward. Likewise, the trace in a plane \( y = k \) is a parabola open upward,
\[ z = x^2 - 2k^2, \quad y = k, \]
and the trace in a vertical plane \( z = k \) is the hyperbola
\[ x^2 - 2y^2 = k, \quad z = k. \]
This surface is called an *hyperbolic paraboloid*.

**Remark.** At first, one might think that there is no neat classification of all quadric surfaces, but in fact there is. First of all, by a change of the coordinates, every quadric surface can be brought into the form
\[ Ax^2 + By^2 + Cz^2 + Dz + E = 0, \]
where either \( D = 0 \) or \( C = E = 0 \). If one of the variables is missing—say, if \( A = 0 \) or \( B = 0 \), then the quadric surface is a cylinder parallel to the respective coordinate axis. This leaves only six possibilities, which lead to the following six surfaces: *cone, ellipsoid, elliptic paraboloid, hyperbolic paraboloid, one-sheet hyperboloid, two-sheet hyperboloid*. These surfaces in standard positions are displayed on Figure 7.1 and some basic facts about them are summarized in Table 7.1.

**Example 7.4.** Classify the quadric surface \( \Sigma \) with equation
\[ 4y^2 + z^2 - x + 16y - 4z + 19 = 0. \]

*Solution.* We can rewrite this equation in the form
\[ 4(y + 2)^2 + (z - 2)^2 - (x + 1) = 0. \]
If we now change the coordinates to
\[ X = y + 2, \quad Y = z - 2, \quad Z = x + 1, \]
we find that a point in \( P(x, y, z) \) in the \( xyz \)-space is on \( \Sigma \) if and only if \( P(X, Y, Z) \) is on the surface \( Z = 4X^2 + Y^2 \) in the \( XYZ \)-space. The latter surface is an elliptic paraboloid with \( a = \frac{1}{4}, \quad b = 1, \quad \) and \( c = 1 \). Note that in the \( xyz \)-space the vertex of the paraboloid is at \((-1, 2, -2)\) (these are the \( xyz \)-coordinates of the origin of the \( XYZ \)-coordinate system) and its axis is the line \( y = -2, \quad z = 2 \) (these are equations of the \( Z \)-axis in \( xyz \)-coordinates).
<table>
<thead>
<tr>
<th>Surface</th>
<th>Equation</th>
<th>Traces</th>
<th>Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elliptic Paraboloid</td>
<td>$z = \frac{x^2}{a^2} + \frac{y^2}{b^2}$</td>
<td>Ellipses</td>
<td>Parabolas</td>
</tr>
<tr>
<td>Hyperbolic Paraboloid</td>
<td>$z = \frac{x^2}{a^2} - \frac{y^2}{b^2}$</td>
<td>Hyperbolas</td>
<td>Parabolas</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>$\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1$</td>
<td>Ellipses</td>
<td>Ellipses</td>
</tr>
<tr>
<td>One-sheet Hyperboloid</td>
<td>$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 1$</td>
<td>Ellipses</td>
<td>Hyperbolas</td>
</tr>
<tr>
<td>Cone</td>
<td>$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 0$</td>
<td>Ellipses</td>
<td>Hyperbolas</td>
</tr>
<tr>
<td>Two-sheet Hyperboloid</td>
<td>$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = -1$</td>
<td>Ellipses</td>
<td>Hyperbolas</td>
</tr>
</tbody>
</table>

Table 7.1. The non-degenerate quadric surfaces

7.4. Parametric surfaces. By now, you have probably come to the realization that a “surface” is a three-dimensional geometric object that is essentially two-dimensional. In the case of graphs $z = f(x, y)$ this is quite obvious: the points $(x, y, z)$ on the graph are in one-to-one correspondence with the points $(x, y)$ in the domain of $f(x, y)$. For example, the points on the elliptic paraboloid $z = x^2 + 2y^2$ (see Fig. 7.1(a)) are in one-to-one correspondence with the points in the $xy$-plane. On the other hand, the two-dimensionality of a level surface, such as the ellipsoid $x^2 + 2y^2 + z^2 = 4$,
is less obvious from its equation (though it is quite intuitive from Fig. 7.1(c)). Level surfaces are also hard to plot, because there is no easy way to generate points on a level surface. On the other hand, level surfaces are the natural analytic representation for some basic examples: the cone \( x^2 + y^2 - z^2 = 0 \), the cylinder \( x^2 + y^2 = 1 \), and the sphere \( x^2 + y^2 + z^2 = 1 \) are all level surfaces that cannot be represented as graphs of functions of two variables. In this section, we introduce the notion of a “parametric surface”.

**Definition.** If \( x(u, v), y(u, v), z(u, v) \) are three continuous functions defined on a set \( D \) in \( \mathbb{R}^2 \), then the set \( \Sigma \) of the points \((x, y, z)\) satisfying the **parametric equations**

\[
  x = x(u, v), \quad y = y(u, v), \quad z = z(u, v) \quad ((u, v) \in D),
\]

(7.1)
is called a **parametric surface**; the variables \( u, v \) are called the **parameters**. Equations (7.1) and the vector function \( \mathbf{r} : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \), given by

\[
  \mathbf{r}(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \quad ((u, v) \in D),
\]

(7.2)
are referred to as **parametrizations** of \( \Sigma \).

**Remark.** Like level surfaces, parametric surfaces generalize of the graphs \( z = f(x, y) \) of functions of two variables. Indeed, suppose that \( \Sigma \) is the surface \( z = f(x, y), (x, y) \in D \). Then we can parametrize \( \Sigma \) by the equations

\[
  x = u, \quad y = v, \quad z = f(u, v) \quad ((u, v) \in D).
\]

On the other hand, a parametric surface is almost as easy to plot as the graph of a function: to plot \( z = f(x, y) \), we let the point \((x, y)\) roam through the domain \( D \) and plot the points \((x, y, f(x, y))\); to plot the surface \( \Sigma \) parametrized by (7.2), we let \((u, v)\) roam through \( D \) and plot the endpoints of the position vectors \( \mathbf{r}(u, v) \).

**Example 7.5.** Identify the surface \( \Sigma \), parametrized by the vector function

\[
  \mathbf{r}(u, v) = u e_1 + u \cos v e_2 + u \sin v e_3,
\]

where \(-\infty < u < \infty \) and \(0 \leq v \leq 2\pi\).

**Solution.** For a point \((x, y, z)\) on \( \Sigma \), we have

\[
  y^2 + z^2 = (u \cos v)^2 + (u \sin v)^2 = u^2 = x^2.
\]

This is the equation of a cone whose axis of symmetry is the \( x \)-axis. \( \square \)

**Example 7.6.** Find a parametrization of the plane \( \Pi \) through the points \( A(1, 2, 3), B(1, -1, -2), \) and \( C(-2, 0, 1) \).

**Solution.** Let us first find an equation of the plane. Two vectors parallel to \( \Pi \) are \( \overrightarrow{AB} = (0, -3, -5) \) and \( \overrightarrow{BC} = (-3, 1, 3) \). Hence, the vector \( \mathbf{n} = \overrightarrow{AB} \times \overrightarrow{BC} \) is normal to \( \Pi \). We have

\[
  \mathbf{n} = (-3e_2 - 5e_3) \times (-3e_1 + e_2 + 3e_3) \\
  = 9(e_2 \times e_1) - 9(e_2 \times e_3) + 15(e_3 \times e_1) - 5(e_3 \times e_2) = -4e_1 + 15e_2 - 9e_3,
\]

so an equation for \( \Pi \) is

\[
  -4(x - 1) + 15(y - 2) - 9(z - 3) = 0.
\]
Let us solve this equation for one of the variables, say for $x$:

$$-4(x - 1) + 15(y - 2) - 9(z - 3) = 0 \iff x - 1 = \frac{15}{4}(y - 2) - \frac{9}{4}(z - 3) \iff x = \frac{15}{4}y - \frac{9}{4}z + \frac{1}{4},$$

We see that $\Pi$ is the graph of the function

$$x = \frac{15}{4}y - \frac{9}{4}z + \frac{1}{4},$$

so it is parametrized by the vector function

$$\mathbf{r}(u, v) = \left(\frac{15}{4}u - \frac{9}{4}v + \frac{1}{4}\right)\mathbf{e}_1 + u\mathbf{e}_2 + v\mathbf{e}_3,$$

where $-\infty < u, v < \infty$. \hfill \square

**Example 7.7.** Let $\mathbf{a} = \langle a_1, a_2, a_3 \rangle$ and $\mathbf{b} = \langle b_1, b_2, b_3 \rangle$ be two vectors that are not parallel to each other. Find a parametrization of the plane $\Pi$ through the origin that is parallel to $\mathbf{a}$ and $\mathbf{b}$.

**Solution.** We can try to argue similarly to the previous problem. However, the equation of $\Pi$ is

$$(a_2b_3 - a_3b_2)x + (a_3b_1 - a_1b_3)y + (a_1b_2 - a_2b_1)z = 0,$$

and it is not clear which variable to solve for: any of the coefficients can be zero. Thus, we will use a different approach. Let $P(x, y, z)$ be an arbitrary point in $\Pi$. We consider a parallelogram $OAPB$ in $\Pi$, whose sides $OA$ and $OB$ are parallel to $\mathbf{a}$ and $\mathbf{b}$, respectively (see Figure 7.2). Then $\overrightarrow{OA} = u\mathbf{a}$ and $\overrightarrow{OB} = v\mathbf{b}$ for some numbers $u, v$. If we denote the position vector of $P$ by $\mathbf{r}$, we conclude that $\mathbf{r} = u\mathbf{a} + v\mathbf{b}$. By varying $u, v$ we get the entire plane $\Pi$, so one possible parametrization is

$$\mathbf{r}(u, v) = (a_1u + b_1v)\mathbf{e}_1 + (a_2u + b_2v)\mathbf{e}_2 + (a_3u + b_3v)\mathbf{e}_3 \quad (-\infty < u, v < \infty).$$

\hfill \square

**Example 7.8.** Find a parametrization of the elliptic cylinder

$$x^2 + 4z^2 = 1, \quad y \geq 5.$$

**Solution.** A parametrization of the ellipse $x^2 + 4z^2 = 1$ in the $xz$-plane is given by the functions

$$x = \cos u, \quad z = \frac{1}{2}\sin u \quad (0 \leq u \leq 2\pi).$$

The points on the given cylinder must have $x$- and $z$-coordinates that satisfy these two equations and a $y$-coordinate with $y \geq 5$. Thus, we can parametrize the cylinder by

$$\mathbf{r}(u, v) = \cos u\mathbf{e}_1 + v\mathbf{e}_2 + \frac{1}{2}\sin u\mathbf{e}_3,$$

where $0 \leq u \leq 2\pi$ and $v \geq 5$. \hfill \square
Example 7.9. Find a parametrization of the part of the plane \(3x + 2y + z = 4\) that lies within the paraboloid \(z = x^2 + 2y^2 + 1\).

**Solution.** By solving the equation of the plane for \(z\), \(z = 4 - 3x - 2y\), we can easily obtain a parametrization of the whole plane:

\[
r(u, v) = u\mathbf{e}_1 + v\mathbf{e}_2 + (4 - 3u - 2v)\mathbf{e}_3 \quad (-\infty < u, v < \infty).
\]

To parametrize just the given part of the plane, we restrict \(u, v\) to its projection onto the \(xy\)-plane. The plane and the paraboloid intersect along the curve that contains the simultaneous solutions of the equations

\[
3x + 2y + z = 4, \quad z = x^2 + 2y^2 + 1.
\]

Eliminating \(z\), we find that the \(x\)- and \(y\)-coordinates of the points on this curve satisfy

\[
4 - 3x - 2y = x^2 + 2y^2 + 1 \implies \left(x + \frac{3}{2}\right)^2 + 2\left(y + \frac{1}{2}\right)^2 = \frac{23}{4}.
\]

Thus, the intersection curve of the plane and the ellipsoid consists of all points on the plane whose \(x\)- and \(y\)-coordinates satisfy the last equation. Consequently, the intersection curve projects onto an ellipse in the \(xy\)-plane, and the part of the plane \(3x + 2y + z = 4\) that lies within the given paraboloid projects onto the interior of that ellipse. We obtain the parametrization

\[
r(u, v) = u\mathbf{e}_1 + v\mathbf{e}_2 + (4 - 3u - 2v)\mathbf{e}_3, \quad \left(u + \frac{3}{2}\right)^2 + 2\left(v + \frac{1}{2}\right)^2 \leq \frac{23}{4}.
\]

**Exercises**

1. Find the traces of the given quadric surface in the planes \(x = k\), \(y = k\), and \(z = k\). Use that information and Table 7.1 to classify the surface.
   (a) \(z = x^2 - y^2\)   (b) \(4y^2 - x^2 - z^2 = 1\)   (c) \(y^2 + 4z^2 = 5 - x^2\)

2. Rewrite the equation of the given quadric surface in a standard form and use the result and Table 7.1 to classify the surface.
   (a) \(3x + 6y^2 - 3z^2 = 9\)   (b) \(x^2 + 4y^2 + z^2 - 4x + 2z = 4\)

3. Parametrize the curve of intersection of the cylinder \(x^2 + y^2 = 9\) and the plane \(z = x + y + 2\).

4. Identify the given parametric surface:
   (a) \(r(u, v) = u\cos v\mathbf{e}_1 + u\sin v\mathbf{e}_2 + u^2\mathbf{e}_3\)   (b) \(r(0, z) = 2\cos\theta\mathbf{e}_1 + \sin\theta\mathbf{e}_2 + z\mathbf{e}_3\)

5. Parametrize the plane that contains the lines \(x - 1 = \frac{y + 1}{3} = \frac{z - 2}{-2}\) and \(x + 2 = \frac{y + 2}{-3} = \frac{z - 4}{4}\).

6. Parametrize the half of the hyperboloid \(x^2 - 4y^2 - 4z^2 = 16\) that lies in the half-space \(x \leq 0\).

7. Parametrize the part of the hemisphere \(x^2 + y^2 + z^2 = 5\), \(z \geq 0\) that lies inside the cylinder \(x^2 + y^2 = 1\).

8. Parametrize the part of the paraboloid \(z = 4 - x^2 - y^2\) that lies above the \(xy\)-plane by using:
   (a) \(x\) and \(y\) as parameters;   (b) the polar coordinates in the plane as parameters.

9. Let \(0 < a < b\). A torus of radii \(a\) and \(b\) is the surface of revolution obtained by rotating about \(z\)-axis the circle \((x - b)^2 + z^2 = a^2\) in the \(xz\)-plane. Parametrize the torus of radii \(a\) and \(b\).
8. Partial derivatives

8.1. First-order partials. If $f$ is a function of two variables, its partial derivatives $f_x$ and $f_y$ at $(a, b)$ are defined by

$$f_x(a, b) = \frac{\partial f}{\partial x}(a, b) = \partial_x f(a, b) = \lim_{h \to 0} \frac{f(a+h, b) - f(a, b)}{h}$$

and

$$f_y(a, b) = \frac{\partial f}{\partial y}(a, b) = \partial_y f(a, b) = \lim_{h \to 0} \frac{f(a, b+h) - f(a, b)}{h}.$$ If $f$ is a function of $n$ variables $x_1, x_2, \ldots, x_n$, its partial derivatives $f_{x_1}, f_{x_2}, \ldots, f_{x_n}$ at $(a_1, a_2, \ldots, a_n)$ are defined by

$$f_{x_j}(a_1, a_2, \ldots, a_n) = \frac{\partial f}{\partial x_j}(a_1, a_2, \ldots, a_n) = \partial_{x_j} f(a_1, a_2, \ldots, a_n) = \lim_{h \to 0} \frac{f(a_1, \ldots, a_j + h, \ldots, a_n) - f(a_1, \ldots, a_j, \ldots, a_n)}{h} \quad (j = 1, 2, \ldots, n).$$

Remark. Note that if we define the (single-variable) functions

$$F_1(x) = f(x, b) \quad \text{and} \quad F_2(y) = f(a, y),$$

then

$$f_x(a, b) = \lim_{h \to 0} \frac{f(a+h, b) - f(a, b)}{h} = \lim_{h \to 0} \frac{F_1(a+h) - F_1(a)}{h} = F_1'(a)$$

and

$$f_y(a, b) = \lim_{h \to 0} \frac{f(a, b+h) - f(a, b)}{h} = \lim_{h \to 0} \frac{F_2(b+h) - F_2(b)}{h} = F_2'(b).$$

That is, the partial derivatives $f_x$ and $f_y$ of $f$ are the (usual) derivatives of the functions $F_1(x)$ and $F_2(y)$, which we obtain by fixing, respectively, the variables $y$ and $x$ in $f(x, y)$. This observation means that we can compute partial derivatives by treating as constants all variables except the one with respect to which we are differentiating.

Example 8.1. Find the first-order partials of the functions

$$f(x, y) = \frac{x}{x^2 + y^2}, \quad g(x, y, z) = e^{xy} \sin xz.$$ Solution. The partial derivatives of $f$ are

$$f_x(x, y) = \frac{1 \cdot (x^2 + y^2) - x \cdot (2x)}{(x^2 + y^2)^2} = \frac{y^2 - x^2}{(x^2 + y^2)^2}$$

and

$$f_y(x, y) = x \cdot \frac{-2y}{(x^2 + y^2)^2} = \frac{-2xy}{(x^2 + y^2)^2}.$$ The partials of $g$ are

$$g_x(x, y, z) = ye^{xy} \sin xz + e^{xy} \cos xz, \quad g_y(x, y, z) = xe^{xy} \sin xz, \quad g_z(x, y, z) = e^{xy} \sin xz.$$
8.2. **Higher-order partials.** Just as we can differentiate the derivative \( f'(x) \) of a single-variable function to obtain its second derivative, we can differentiate the partial derivatives of a multivariable function to obtain its higher-order partials. For example, a function \( f \) of two variables has four second-order partial derivatives \( f_{xx}, f_{xy}, f_{yx}, \) and \( f_{yy}:
\[
\begin{align*}
  f_{xx} &= \frac{\partial^2 f}{\partial x^2} = \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial x} \right), \\
  f_{xy} &= \frac{\partial^2 f}{\partial x \partial y} = \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial y} \right), \\
  f_{yx} &= \frac{\partial^2 f}{\partial y \partial x} = \frac{\partial}{\partial y} \left( \frac{\partial f}{\partial x} \right), \\
  f_{yy} &= \frac{\partial^2 f}{\partial y^2} = \frac{\partial}{\partial y} \left( \frac{\partial f}{\partial y} \right).
\end{align*}
\]

**Example 8.2.** Find the second-order partials of the function \( f(x, y) = x^2 \cos y + y^2 \sin x \).

**Solution.** We have
\[
\begin{align*}
  f_x(x, y) &= 2x \cos y + y^2 \cos x, \\
  f_y(x, y) &= -x^2 \sin y + 2y \sin x.
\end{align*}
\]

The second-order partials of \( f \) then are:
\[
\begin{align*}
  f_{xx} &= 2 \cos y - y^2 \sin x, \\
  f_{xy} &= -2x \sin y + 2y \cos x, \\
  f_{yx} &= -2x \sin y + 2y \cos x, \\
  f_{yy} &= -x^2 \cos y + 2 \sin x.
\end{align*}
\]

**Remark.** Notice that the second-order partials of the function in the example satisfy \( f_{xy} = f_{yx} \). In other words, for this function it isn’t important whether we differentiate first with respect to \( x \) and then with respect to \( y \) or vice versa. One might ask whether this is always true. The answer is: “only for ‘nice’ functions”. The following theorem gives a necessary condition for this to hold.

**Theorem 8.1.** Suppose that \( f \) is a function of two variables defined near \((a, b)\) and having second-order partials \( f_{xy} \) and \( f_{yx} \) that are continuous at \((a, b)\). Then
\[
f_{xy}(a, b) = f_{yx}(a, b).
\]

The following example illustrates the usefulness of the above theorem.

**Example 8.3.** Find the second-order partials of
\[
f(x, y, z) = \sin(x^2 + 2y^2 - z).
\]

**Solution.** The first-order partials of \( f \) are:
\[
\begin{align*}
  f_x(x, y, z) &= 2x \cos(x^2 + 2y^2 - z), \\
  f_y(x, y, z) &= 4y \cos(x^2 + 2y^2 - z), \\
  f_z(x, y, z) &= -\cos(x^2 + 2y^2 - z).
\end{align*}
\]

There are nine second-order partials, but we really have to compute only six of them. We have
\[
\begin{align*}
  f_{xx}(x, y, z) &= 2 \cos(x^2 + 2y^2 - z) + 2x \left( -2x \sin(x^2 + 2y^2 - z) \right), \\
  f_{yy}(x, y, z) &= 4 \cos(x^2 + 2y^2 - z) + 4y \left( -4y \sin(x^2 + 2y^2 - z) \right), \\
  f_{zz}(x, y, z) &= -\sin(x^2 + 2y^2 - z).
\end{align*}
\]

For the mixed partials, we have
\[
\begin{align*}
  f_{xy}(x, y, z) &= 2x \left( -4y \sin(x^2 + 2y^2 - z) \right) = -8xy \sin(x^2 + 2y^2 - z), \\
  f_{yx}(x, y, z) &= - \left( -4y \sin(x^2 + 2y^2 - z) \right) = 4y \sin(x^2 + 2y^2 - z), \\
  f_{xz}(x, y, z) &= - \left( -2x \sin(x^2 + 2y^2 - z) \right) = 2x \sin(x^2 + 2y^2 - z).
\end{align*}
\]
Note that the last three functions are continuous (they are products of polynomials in \(x, y, z\) and compositions of sine functions and polynomials in \(x, y, z\)). Furthermore, it is clear that the partials \(f_{yx}, f_{xz},\) and \(f_{yz}\) will also be continuous. But then the theorem implies that, in fact, we have

\[
f_{yx} = f_{xy}, \quad f_{xz} = f_{zx}, \quad f_{yz} = f_{zy}.
\]

\[\Box\]

**Example 8.4**. Find \(f_{xy}(0, 0)\) and \(f_{yx}(0, 0)\) for

\[
f(x, y) = \begin{cases} 
xy(y^2 - x^2) & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}
\]

**Solution.** The first order partials of \(f\) are:

\[
f_x(x, y) = \begin{cases} 
y^5 - x^4 y - 4x^3 y^3 & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0),
\end{cases}
\]

and

\[
f_y(x, y) = \begin{cases} 
xy^4 + 4x^3 y^2 - x^5 & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}
\]

These formulas are straightforward everywhere except at \((x, y) = (0, 0)\), where we use the definition of partial derivatives:

\[
f_x(0, 0) = \lim_{h \to 0} \frac{f(h, 0) - f(0, 0)}{h} = \lim_{h \to 0} \frac{0 - 0}{h} = 0
\]

and

\[
f_y(0, 0) = \lim_{h \to 0} \frac{f(0, h) - f(0, 0)}{h} = \lim_{h \to 0} \frac{0 - 0}{h} = 0.
\]

Then

\[
f_{xy}(0, 0) = \lim_{h \to 0} \frac{f_x(0, h) - f_x(0, 0)}{h} = \lim_{h \to 0} \frac{h - 0}{h} = 1
\]

and

\[
f_{yx}(0, 0) = \lim_{h \to 0} \frac{f_y(h, 0) - f_y(0, 0)}{h} = \lim_{h \to 0} \frac{-h - 0}{h} = -1,
\]

that is, \(f\) fails to satisfy \(f_{xy}(0, 0) = f_{yx}(0, 0)\). On the other hand, when \((x, y) \neq (0, 0)\), we have

\[
f_{xy}(x, y) = f_{yx}(x, y) = \frac{y^6 + 9x^2 y^4 - 9x^4 y^2 - x^6}{(x^2 + y^2)^3}.
\]

This is not surprising, considering that the function

\[
\frac{y^6 + 9x^2 y^4 - 9x^4 y^2 - x^6}{(x^2 + y^2)^3}
\]

is continuous everywhere except at \((0, 0)\) (since it is a rational function in \(x\) and \(y\), whose denominator vanishes only at \((0, 0)\)).

\[\Box\]
8.3. **Tangent planes.** Recall that the equation of the tangent line to the curve \( y = f(x) \) at a point \( P(x_0, y_0) \) on the curve is given by

\[
y - y_0 = f'(x_0)(x - x_0).
\]

The following theorem is the analog of this formula for functions of two variables. It describes the equation of the tangent plane to the surface \( z = f(x, y) \) at a point \( P(x_0, y_0, z_0) \) on that surface in terms of the partials of \( f \). Strictly speaking, we should first define what a tangent plane is, but we will leave that for Lecture #10. The same applies to the proof of the theorem.

**Theorem 8.2.** Suppose that \( f \) has continuous partial derivatives at \((x_0, y_0)\). Then the equation of the tangent plane to the surface \( z = f(x, y) \) at the point \( P(x_0, y_0, z_0) \) is

\[
z - z_0 = f_x(x_0, y_0)(x - x_0) + f_y(x_0, y_0)(y - y_0).
\]

**Example 8.5.** Find the tangent plane to the surface \( z = e^{x^2 - y^2} \) at \((-1, 0, e)\).

**Solution.** First, observe that the point is indeed on the surface:

\[
e = e^{(-1)^2 - 0^2}.
\]

The partials of the given function are

\[
\frac{\partial z}{\partial x} = 2xe^{x^2 - y^2}, \quad \frac{\partial z}{\partial y} = -2ye^{x^2 - y^2},
\]

whence

\[
\frac{\partial z}{\partial x}(-1, 0) = -2e, \quad \frac{\partial z}{\partial y}(-1, 0) = 0.
\]

Applying the theorem, we find that the equation of the tangent plane is

\[
z - e = -2e(x - (-1)) + 0(y - 0) \iff 2ex + z + e = 0.
\]

**8.4. Linear approximations and differentiable functions.** Recall that for a single-variable function \( f \) which has a derivative \( f'(a) \) at \( x = a \) (we called such functions “differentiable“), the tangent line at \((a, f(a))\):

\[
y = f(a) + f'(a)(x - a),
\]

provides a very good approximation to \( f(x) \) for \( x \) near \( a \):

\[
f(x) \approx f(a) + f'(a)(x - a).
\]

When we deal with functions of two variables, we may encounter functions \( f(x, y) \) for which both partial derivatives \( f_x(a, b) \) and \( f_y(a, b) \) exist, but the plane

\[
z = f(a, b) + f_x(a, b)(x - a) + f_y(a, b)(y - b)
\]

is not tangent to the surface \( z = f(x, y) \) and does not provide a good approximation to \( f(x, y) \) for \((x, y)\) near \((a, b)\). Thus, in the case of functions of two or more variables, we reserve the term “differentiable function” for functions for which this type of approximation (known as the linear approximation to \( f \) at \((a, b)\)) does hold.

**Definition.** A function \( z = f(x, y) \) of two variables is called **differentiable at** \((a, b)\), if near \((a, b)\) we have

\[
f(x, y) = f(a, b) + f_x(a, b)(x - a) + f_y(a, b)(y - b) + \epsilon_1(x, y)(x - a) + \epsilon_2(x, y)(y - b),
\]

where the 

where
\[ \lim_{(x,y)\to(a,b)} e_1(x,y) = \lim_{(x,y)\to(a,b)} e_2(x,y) = 0. \]

Similarly, a function \( w = f(x,y,z) \) of three variables is called \textit{differentiable at} \((a,b,c)\), if near \((a,b,c)\) we have
\[
f(x,y,z) = f(a,b,c) + f_x(a,b,c)(x-a) + f_y(a,b,c)(y-b) + f_z(a,b,c)(z-c) \\
+ \varepsilon_1(x,y,z)(x-a) + \varepsilon_2(x,y,z)(y-b) + \varepsilon_3(x,y,z)(z-c),
\]
where
\[
\lim_{(x,y,z)\to(a,b,c)} \varepsilon_1(x,y,z) = \lim_{(x,y,z)\to(a,b,c)} \varepsilon_2(x,y,z) = \lim_{(x,y,z)\to(a,b,c)} \varepsilon_3(x,y,z) = 0.
\]

So, if the existence of partial derivatives does not guarantee the differentiability of \( f \), what condition does? It turns out that the existence of \textit{continuous} partials suffices.

**Theorem 8.3.** \textit{If the partial derivatives} \( f_x \) and \( f_y \) \textit{exist near} \((a,b)\) \textit{and are continuous at} \((a,b)\), \textit{then} \( f \) \textit{is differentiable at} \((a,b)\).

8.5. \textbf{The chain rule(s).} Recall that the chain rule in single-variable calculus gives a formula for the derivative of a composite function: if \( y = f(x(t)) \), then
\[
\frac{dy}{dt} = \frac{df}{dx} \frac{dx}{dt}.
\]

In this section, we discuss the generalizations of the chain rule to functions of two and more variables. Our first result concerns composite functions of one variable obtained from functions of two variables via composition.

**Theorem 8.4.** \textit{Let} \( z = f(x,y) \) \textit{be a differentiable function of two variables and let} \( x = x(t), y = y(t) \) \textit{be two differentiable functions of the same variable} \( t \). \textit{Then} \( z = f(x(t),y(t)) \) \textit{is a differentiable function of} \( t \) \textit{and}
\[
\frac{dz}{dt} = \frac{\partial f}{\partial x} \frac{dx}{dt} + \frac{\partial f}{\partial y} \frac{dy}{dt}.
\]

**Remark.** Take a note that we use “partial d’s” \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial y} \) to denote derivatives of functions of two variables, but we use “straight d’s” \( \frac{d}{dt} \) to denote derivatives of functions of a single variable. It is important to follow this convention when dealing with a mixture of multivariable and single-variable functions.

**Example 8.6.** Let \( z = f(x,y) = x \ln(x + 2y), x = \cos t, \) and \( y = \sin t \). Find \( z'(0) \).

**Solution.** The partials of \( f \) are
\[
f_x(x,y) = \ln(x + 2y) + \frac{x}{x + 2y}, \quad f_y(x,y) = \frac{2x}{x + 2y},
\]
and the derivatives of \( x(t) \) and \( y(t) \) are
\[
x'(t) = -\sin t, \quad y'(t) = \cos t.
\]
Hence, by the above theorem, the derivative \( z'(0) \) of the composite function \( z = f(x(t), y(t)) \) at \( t = 0 \) is:

\[
\frac{dz}{dt}(0) = \frac{\partial z}{\partial x}(1, 0) \frac{dx}{dt}(0) + \frac{\partial z}{\partial y}(1, 0) \frac{dy}{dt}(0)
\]

\[
= \left( \ln(1 + 0) + \frac{1}{1 + 0} \right) (-0) + \left( \frac{2}{1 + 0} \right) (1) = 2.
\]

In general, we have

\[
\frac{dz}{dt} = \left( \ln(\cos(t) + 2 \sin t) + \frac{\cos t}{\cos t + 2 \sin t} \right) (-\sin t) + \left( \frac{2 \cos t}{\cos t + 2 \sin t} \right) (\cos t).
\]

Next, we give formulas for the derivatives of a composite function \( z = f(x(s,t), y(s,t)) \).

**Theorem 8.5.** Let \( z = f(x,y) \), \( x = x(s,t) \), and \( y = y(s,t) \) be three differentiable functions of two variables. Then \( z = f(x(s,t),y(s,t)) \) is a differentiable function of \( (s,t) \) with partial derivatives

\[
\begin{align*}
\frac{\partial z}{\partial s} &= \frac{\partial f}{\partial x} \frac{\partial x}{\partial s} + \frac{\partial f}{\partial y} \frac{\partial y}{\partial s}, \\
\frac{\partial z}{\partial t} &= \frac{\partial f}{\partial x} \frac{\partial x}{\partial t} + \frac{\partial f}{\partial y} \frac{\partial y}{\partial t}.
\end{align*}
\]

**Example 8.7.** Let \( z = x^2 - xy \), \( x = s \sin t \), and \( y = t \sin s \). Find \( \partial z/\partial s \) and \( \partial z/\partial t \).

**Solution.** We have

\[
z_s(x,y) = 2x - y, \quad z_y(x,y) = -x,
\]

and

\[
x_s(s,t) = \sin t, \quad x_t(s,t) = s \cos t, \quad y_s(s,t) = t \cos s, \quad y_t(s,t) = \sin s.
\]

Hence, the partials of the composite function \( z(x(s,t),y(s,t)) \) are

\[
z_s(s,t) = z_s(x(s,t),y(s,t))x_s(s,t) + z_y(x(s,t),y(s,t))y_s(s,t)
\]

\[
= (2s \sin t - t \sin s) \sin s + (-s \sin t)(t \cos s)
\]

and

\[
z_t(s,t) = z_s(x(s,t),y(s,t))x_t(s,t) + z_y(x(s,t),y(s,t))y_t(s,t)
\]

\[
= (2s \sin t - t \sin s)(s \cos t) + (-s \sin t) \sin s.
\]

**Remark.** Often, we do not substitute \( x(s,t) \) and \( y(s,t) \) in the formulas for the partials of \( z(s,t) \). In such cases, the answer in the above example would take the form

\[
z_s(s,t) = (2x - y) \sin s - xt \cos s, \quad z_t(s,t) = (2x - y) s \cos t - x \sin s.
\]

We now state the most general version of the chain rule for multivariable functions.

**Theorem 8.6.** Let \( u = f(x_1,\ldots,x_n) \) be a differentiable function of \( n \) variables and let each \( x_j = x_j(t_1,\ldots,t_m) \) be a differentiable function of \( (\text{the same}) \ m \) variables. Then

\[
u = f(x_1(t_1,\ldots,t_m),\ldots,x_n(t_1,\ldots,t_m))
\]

is a differentiable function of \( t_1,\ldots,t_m \) with partial derivatives

\[
\frac{\partial u}{\partial t_i} = \frac{\partial f}{\partial x_1} \frac{\partial x_1}{\partial t_i} + \cdots + \frac{\partial f}{\partial x_n} \frac{\partial x_n}{\partial t_i} \quad (i = 1,\ldots,m).
\]

**Example 8.8.** Find the partial derivatives of \( w(x,y,t) \), where

\[
w = \sqrt{u^2 + v^2}, \quad u = y + x \cos t, \quad v = x + y \sin t.
\]
Solution. The partial derivatives of these functions are:

\[
\frac{\partial w}{\partial u} = \frac{u}{\sqrt{u^2 + v^2}}, \quad \frac{\partial w}{\partial v} = \frac{v}{\sqrt{u^2 + v^2}}.
\]

\[
\frac{\partial u}{\partial x} = \cos t, \quad \frac{\partial u}{\partial y} = 1, \quad \frac{\partial u}{\partial t} = -x \sin t,
\]

\[
\frac{\partial v}{\partial x} = 1, \quad \frac{\partial v}{\partial y} = \sin t, \quad \frac{\partial v}{\partial t} = x \cos t.
\]

Hence, the partial derivatives of the composite function \(w(x, y, t)\) are:

\[
\frac{\partial w}{\partial x} = \frac{\partial w}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial w}{\partial v} \frac{\partial v}{\partial x} = \frac{u \cos t}{\sqrt{u^2 + v^2}} + \frac{v}{\sqrt{u^2 + v^2}} = \frac{u \cos t + v}{\sqrt{u^2 + v^2}},
\]

\[
\frac{\partial w}{\partial y} = \frac{\partial w}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial w}{\partial v} \frac{\partial v}{\partial y} = \frac{u}{\sqrt{u^2 + v^2}} + \frac{v \sin t}{\sqrt{u^2 + v^2}} = \frac{u + v \sin t}{\sqrt{u^2 + v^2}},
\]

\[
\frac{\partial w}{\partial t} = \frac{\partial w}{\partial u} \frac{\partial u}{\partial t} + \frac{\partial w}{\partial v} \frac{\partial v}{\partial t} = \frac{-ux \sin t}{\sqrt{u^2 + v^2}} + \frac{v x \cos t}{\sqrt{u^2 + v^2}} = \frac{-ux \sin t + vx \cos t}{\sqrt{u^2 + v^2}}.
\]

Example 8.9. Find the partial derivative \(w_{yx}\) of \(w(x, y, t)\), where

\[w = \sqrt{u^2 + v^2}, \quad u = y + x \cos t, \quad v = x + y \sin t.\]

Solution. To find a higher-order partial derivative of a composite function, we “mix” the chain rule with the other rules for partial differentiation. We have

\[
\frac{\partial^2 w}{\partial x \partial y} = \frac{\partial}{\partial x} \left( \frac{\partial w}{\partial y} \right) = \frac{\partial}{\partial x} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) = \frac{\partial}{\partial u} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) \frac{\partial u}{\partial x} + \frac{\partial}{\partial v} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) \frac{\partial v}{\partial x}.
\]

We now compute the partials with respect to \(u\) and \(v\):

\[
\frac{\partial}{\partial u} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) = \frac{\partial}{\partial u} \left( (u + v \sin t)(u^2 + v^2)^{-1/2} \right)
= (u^2 + v^2)^{-1/2} + (u + v \sin t)(-u)(u^2 + v^2)^{-3/2}
= (u^2 + v^2)^{-3/2} \left[ (u^2 + v^2) - u(u + v \sin t) \right] = \frac{v^2 - uv \sin t}{(u^2 + v^2)^{3/2}},
\]

\[
\frac{\partial}{\partial v} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) = \frac{\partial}{\partial v} \left( (u + v \sin t)(u^2 + v^2)^{-1/2} \right)
= (\sin t)(u^2 + v^2)^{-1/2} + (u + v \sin t)(-v)(u^2 + v^2)^{-3/2}
= (u^2 + v^2)^{-3/2} \left[ (u^2 + v^2) \sin t - v(u + v \sin t) \right] = \frac{u^2 \sin t - uv}{(u^2 + v^2)^{3/2}}.
\]

\[55\]
Substituting these partials into the expression for \( w_{xy} \), we get
\[
\frac{\partial^2 w}{\partial x \partial y} = \frac{\partial}{\partial u} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) \frac{\partial u}{\partial x} + \frac{\partial}{\partial v} \left( \frac{u + v \sin t}{\sqrt{u^2 + v^2}} \right) \frac{\partial v}{\partial x}
\]
\[
= \frac{v^2 - uv \sin t}{(u^2 + v^2)^{3/2}} \cos t + \frac{u^2 \sin t - uv}{(u^2 + v^2)^{3/2}} \cdot \frac{1}{\sqrt{u^2 + v^2}}
\]
\[
= \frac{u^2 \sin t - uv(1 + \sin t \cos t) + v^2 \cos t}{(u^2 + v^2)^{3/2}}.
\]
\( \square \)

Exercises

1. Find the first partial derivatives of the given function:
   (a) \( f(x, y) = x^4 - 4x^2y^{3/2} \)
   (b) \( f(x, y, z) = e^{2xy} \sin xz \)
   (c) \( f(x, y, z) = \ln(3x^7 + 7yz) \)
   (d) \( f(x, y) = (x^2 + xy + y^2)^x \)
   (e) \( f(x, z) = \sqrt{x^2 + z^2 + 1} \)
   (f) \( f(r, \theta) = r \tan^2 \theta \)

2. Find the second partial derivatives of the given function:
   (a) \( f(x, y) = x^4 - 4x^2y^{3/2} \)
   (b) \( f(x, y) = \cos \left( x^2 + xy + y^2 \right) \)
   (c) \( f(x, z) = \sqrt{x^2 + z^2 + 1} \)

3. Find the indicated partial derivative of the given function:
   (a) \( f(x, y) = x^4 - 4x^2y^{3/2} \); \( f_{xx} \)
   (b) \( f(x, z) = \sqrt{x^2 + z^2 + 1} \); \( \partial^3 f / \partial x \partial^2 z \)
   (c) \( f(x, y) = \cos \left( x^2 + xy + y^2 \right) \); \( f_{xy} \)
   (d) \( f(x, y, z) = x^2z^3z^2 \); \( f_{xyz}, f_{zy} \)

4. Use the chain rule to calculate \( dF/dt \):
   (a) \( F(t) = f(x(t), y(t)) \), \( f(x, y) = 2xy + y^3 \), \( x(t) = t^2 + 3t + 4 \), \( y(t) = t^2 \)
   (b) \( F(t) = f(x(t), y(t)) \), \( f(x, y) = xye^{x+y} \), \( x(t) = 2 \cos t \), \( y(t) = \sin t \)
   (c) \( F(t) = f(x(t), y(t), z(t)) \), \( f(x, y, z) = x^2 + y^3 - 3xyz \), \( x(t) = t \sin t \), \( y(t) = t \cos t \), \( z(t) = \frac{1}{2} t^2 \)
   (d) \( F(t) = f(x(t), y(t), z(t), t) \), \( f(x, y, z, t) = \ln(xy + 2yz - 3xz) \), \( x(t) = 2e^t \), \( y(t) = 3e^{-t} \), \( z(t) = e^{2t} \)

5. Use the chain rule to calculate \( \partial F / \partial s \) and \( \partial F / \partial t \):
   (a) \( F(s, t) = f(x(s, t), y(s, t)) \), \( f(x, y) = 2x^2y - xy^2 \), \( x(s, t) = t^2 + 3s^2 \), \( y(s, t) = 3st \)
   (b) \( F(s, t) = f(x(s, t), y(s, t)) \), \( f(x, y) = \arctan \left( x^2 - 4y^2 \right) \), \( x(s, t) = 2se^t + 2se^{-t} \), \( y(s, t) = te^s - te^{-s} \)
   (c) \( F(s, t) = f(x(s, t), y(s, t), z(s, t)) \), \( f(x, y, z) = \ln \left( x^2 + 2y^2 + 3z^2 \right) \), \( x(s, t) = s \cos t \), \( y(s, t) = s \sin t \), \( z(s, t) = t^2 \)

6. Use the chain rule to calculate the given partial derivative at the given point:
   (a) \( g(r, \theta) \) at \((r, \theta) = (2, \pi)\), \( g(x, y) = xy^2 - x^2y \), \( x = r \cos \theta \), \( y = r \sin \theta \)
   (b) \( h(u, v) \) at \((u, v) = (2, -3)\), \( h(x, y, z) = e^{x^2+y^2-z^2} \), \( x = 2u + v \), \( y = u - v \), \( z = u + v + 1 \)

7. Show that the function \( u(x, y) = ae^x \cos x + be^y \sin x \) is a solution of the differential equation \( u_{xx} + u_{yy} = 0 \).

8. Show that any function \( u(x, t) \) of the form
   \[ u(x, t) = f(x + at) + g(x - at) \]
   is a solution of the differential equation \( u_t = ax^2u_{xx} \).

9. Find the linear approximation to the given differentiable function near the given point:
   (a) \( f(x, y) = \ln(2xy + x + y), (2, 1) \)
   (b) \( f(x, y, z) = \arctan \left( xy + xz + 2yz \right), P(3, 2, 1) \)

10. Show that the function \( f(x, y) = xy \) is differentiable at \((1, 2)\) by finding functions \( e_1(x, y) \) and \( e_2(x, y) \) that satisfy the definition of differentiability in §8.4.
11. (a) Calculate \( f_x(0,0) \) and \( f_y(0,0) \) for the function

\[
f(x, y) = \begin{cases} 
\frac{xy}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}
\]

(b) Show that \( f(x, y) \) is not continuous at \((0, 0)\).
(c) Show that \( f(x, y) \) is not differentiable at \((0, 0)\).
9. Directional derivatives and gradients

9.1. Directional derivatives. Given a function of two variables \( f(x, y) \), we know how to compute its rate of change in the \( x \)-direction and in the \( y \)-direction: the rate of change in the \( x \)-direction is given by the partial derivative with respect to \( x \),

\[
f_x(x, y) = \frac{\partial f}{\partial x}(x, y) = \lim_{h \to 0} \frac{f(x + h, y) - f(x, y)}{h},
\]

and the rate of change in the \( y \)-direction is given by the partial derivative with respect to \( y \),

\[
f_y(x, y) = \frac{\partial f}{\partial y}(x, y) = \lim_{h \to 0} \frac{f(x, y + h) - f(x, y)}{h}.
\]

The natural question then is how to compute the rate of change of \( f \) in other directions. This question leads us to the notion of a “directional derivative”.

**Definition.** If \( f \) is a function of two variables and if \( \mathbf{u} = \langle a, b \rangle \) is a unit vector, the directional derivative of \( f \) in the \( \mathbf{u} \)-direction is

\[
D_{\mathbf{u}} f(x, y) = \lim_{h \to 0} \frac{f(x + ha, y + hb) - f(x, y)}{h},
\]

(9.1)

if the limit exists. If \( f \) is a function of three variables and if \( \mathbf{u} = \langle a, b, c \rangle \) is a unit vector, the directional derivative of \( f \) in the \( \mathbf{u} \)-direction is

\[
D_{\mathbf{u}} f(x, y, z) = \lim_{h \to 0} \frac{f(x + ha, y + hb, z + hc) - f(x, y, z)}{h}.
\]

(9.2)

**Remark.** Note that if we introduce the function \( g(t) = f(x + ta, y + tb) \), the limit on the right side of (9.1) is also

\[
\lim_{h \to 0} \frac{g(h) - g(0)}{h} = g'(0);
\]

that is, \( D_{\mathbf{u}} f(x, y) = g'(0) \). On the other hand, by the chain rule,

\[
g'(t) = f_x(x + ta, y + tb) \cdot a + f_y(x + ta, y + tb) \cdot b \quad \Rightarrow \quad g'(0) = f_x(x, y)a + f_y(x, y)b.
\]

This is (essentially) how one proves the following result.

**Theorem 9.1.** If \( f \) is a differentiable function of two variables and \( \mathbf{u} = \langle a, b \rangle \) is a unit vector, then

\[
D_{\mathbf{u}} f(x, y) = f_x(x, y)a + f_y(x, y)b.
\]

If \( f \) is a differentiable function of three variables and \( \mathbf{u} = \langle a, b, c \rangle \) is a unit vector, then

\[
D_{\mathbf{u}} f(x, y, z) = f_x(x, y, z)a + f_y(x, y, z)b + f_z(x, y, z)c.
\]

**Example 9.1.** Find the directional derivative of \( f(x, y) = \frac{2x}{x - y} \) at the point \((1, 0)\) in the direction of \( \mathbf{v} = e_1 - \sqrt{3}e_2 \).

**Solution.** First, notice that \( \mathbf{v} \) is not unit and that the unit vector in the direction of \( \mathbf{v} \) is

\[
\mathbf{u} = \frac{\mathbf{v}}{\|\mathbf{v}\|} = \frac{\langle 1, -\sqrt{3} \rangle}{\sqrt{1 + 3}} = \left\langle \frac{1}{2}, -\frac{\sqrt{3}}{2} \right\rangle.
\]

The partials of \( f \) are

\[
f_x(x, y) = \frac{2(x - y) - 2x}{(x - y)^2} = \frac{-2y}{(x - y)^2}, \quad f_y(x, y) = \frac{2x}{(x - y)^2},
\]

at the point \((1, 0)\) in the direction of \( \mathbf{v} = e_1 - \sqrt{3}e_2 \).
so the theorem gives

\[ D_u f(x, y) = \frac{1}{2} \frac{1}{(x-y)^2} + \frac{\sqrt{3}}{2} \frac{2x}{(x-y)^2} = \frac{-y - \sqrt{3}x}{(x-y)^2}, \quad D_u f(1, 0) = -\sqrt{3}. \]  

**Example 9.2.** Find the directional derivative of \( f(x, y, z) = \frac{x}{y + z} \) at the point \((2, 1, 1)\) in the direction of \( v = \langle 1, 2, 3 \rangle \).

**Solution.** The unit vector in the direction of \( v \) is

\[ u = \frac{v}{\|v\|} = \frac{\langle 1, 2, 3 \rangle}{\sqrt{1 + 4 + 9}} = \left\langle \frac{1}{\sqrt{14}}, \frac{2}{\sqrt{14}}, \frac{3}{\sqrt{14}} \right\rangle, \]

and the partial derivatives of \( f \) are

\[ f_x(x, y, z) = \frac{1}{y + z}, \quad f_y(x, y, z) = \frac{-x}{(y + z)^2}, \quad f_z(x, y, z) = \frac{-x}{(y + z)^2}. \]

Hence,

\[ D_u f(2, 1, 1) = \frac{1}{2} \frac{1}{\sqrt{14}} - \frac{2}{2 \sqrt{14}} - \frac{3}{2 \sqrt{14}} = -\frac{2}{\sqrt{14}}. \]

**9.2. The gradient vector.**

**Definition.** If \( f \) is a function of two variables \( x \) and \( y \), its gradient, denoted \( \nabla f \) or \( \text{grad} f \), is the vector function

\[ \nabla f = \langle f_x(x, y), f_y(x, y) \rangle = \frac{\partial f}{\partial x} e_1 + \frac{\partial f}{\partial y} e_2. \]

If \( f \) is a function of three variables \( x, y, \) and \( z \), its gradient, \( \nabla f \) or \( \text{grad} f \), is

\[ \nabla f = \langle f_x(x, y, z), f_y(x, y, z), f_z(x, y, z) \rangle = \frac{\partial f}{\partial x} e_1 + \frac{\partial f}{\partial y} e_2 + \frac{\partial f}{\partial z} e_3. \]

**Remark.** Note that using the gradient vector, we can restate the formulas in Theorem 9.1 in the form

\[ D_u f(x) = \nabla f(x) \cdot u, \quad (9.3) \]

where \( x = (x, y) \) or \( x = (x, y, z) \).

**Theorem 9.2.** Let \( f \) be a differentiable function of two or three variables. The maximum value of the directional derivative \( D_u f(x) \) is \( \|\nabla f(x)\| \); it occurs when \( u \) has the same direction as \( \nabla f(x) \).

**Proof.** By (9.3) and the properties of the dot product,

\[ D_u f(x) = \nabla f(x) \cdot u = \|\nabla f(x)\| \|u\| \cos \theta = \|\nabla f(x)\| \cos \theta, \]

where \( \theta \) is the angle between \( \nabla f(x) \) and \( u \). Since \( \cos \theta \leq 1 \), with equality when \( \theta = 0 \) (i.e., when \( \nabla f(x) \) and \( u \) point in the same direction), we find that

\[ D_u f(x) \leq \|\nabla f(x)\|, \]

with an equality when \( u \) points in the direction of the gradient. \( \Box \)
Example 9.3. By Example 9.2, the gradient of the function 

\[ f(x, y, z) = \frac{x}{y + z} \]

is

\[ \nabla f(x, y, z) = \left\langle \frac{1}{y + z}, \frac{-x}{(y + z)^2}, \frac{-x}{(y + z)^2} \right\rangle. \]

Hence, the largest directional derivative at \((2, 1, 1)\) occurs in the direction of 

\[ \nabla f(2, 1, 1) = \left\langle \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2} \right\rangle. \]

Its value is \(\|\nabla f(2, 1, 1)\| = \frac{\sqrt{3}}{2}\). □

Exercises

1. Find the directional derivative of the given function in the given direction:
   (a) \(f(x, y) = (x^2 + y^2)e^{xy}\), the direction of \((1, 2)\)
   (b) \(f(x, y, z) = \ln(\sqrt{x^2 + y^2})\), the direction of \(e_2 - 2e_3\)

2. Find the directional derivative of \(F(x, y, z) = \sqrt{4x^2 - y^2 - z^2}\) at \(P(2, -1, 3)\) in the direction of \(v = (-1, -2, 2)\).

3. Find the directional derivative of 
   
   \[ G(x, y, z) = \arcsin\left(\frac{2x}{\sqrt{4x^2 + y^2 + z^2}}\right) \]
   
   at the point \(P(1, 2, 0)\) in the direction of the point \(Q(-1, 3, 1)\).

4. Find the maximum rate of change of \(f\) at the given point and the direction in which it occurs:
   (a) \(f(x, y) = \tan(xy + x + y), \quad P(2, -1)\)
   (b) \(f(x, y, z) = xy + yz^2, \quad Q(1, -3, 1)\)
10. **Tangent planes and normal vectors**

10.1. **Tangent planes and normal vectors to level surfaces.** We now fulfill a promise made in Lecture 8. We start by defining the tangent plane to a level surface.

**Definition.** Let $F(x, y, z)$ be a differentiable function, and let $P(x_0, y_0, z_0)$ be a point on the surface $Σ$ with equation $F(x, y, z) = k$. The **tangent plane to $Σ$ at $P$** is the plane, if it exists, that contains $P$ and the tangent vectors to any smooth curve $γ$ on $Σ$ that passes through $P$.

The following theorem establishes a formula for the equation of the tangent plane to a level surface.

**Theorem 10.1.** Let $F(x, y, z)$ be a differentiable function, and let $P(x_0, y_0, z_0)$ be a point on the surface $Σ$ with equation $F(x, y, z) = k$. If $\nabla F(x_0, y_0, z_0) ≠ 0$, then the tangent plane to $Σ$ at the point $P$ exists and is perpendicular to $\nabla F(x_0, y_0, z_0)$. In particular, the tangent plane has equation

$$F_x(x_0, y_0, z_0)(x - x_0) + F_y(x_0, y_0, z_0)(y - y_0) + F_z(x_0, y_0, z_0)(z - z_0) = 0. \tag{10.1}$$

**Proof.** Note that if $γ$ is a curve on $Σ$ given by the vector function $r(t) = x(t)e_1 + y(t)e_2 + z(t)e_3$, then the component functions of $r(t)$ must satisfy the equation of $Σ$:

$$F(x(t), y(t), z(t)) = k.$$

When we differentiate this equation using the chain rule, we get

$$\frac{∂F}{∂x} dx + \frac{∂F}{∂y} dy + \frac{∂F}{∂z} dz = 0 \iff \nabla F \cdot r'(t) = 0.$$

In other words, the tangent vector to the curve, $r'(t)$, is perpendicular to the gradient vector $\nabla F$. First of all, this proves the existence of the tangent plane—it is the plane through $P$ that is perpendicular to $\nabla F(x_0, y_0, z_0)$. Second, we get that (10.1) is the equation of the tangent plane. □

**Example 10.1.** Find the equation of the tangent plane at a point $P(x_0, y_0, z_0)$ of the one-sheet hyperboloid

$$F(x, y, z) = \frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 1.$$

**Solution.** We have

$$F_x(x_0, y_0, z_0) = \frac{2x_0}{a^2}, \quad F_y(x_0, y_0, z_0) = \frac{2y_0}{b^2}, \quad F_z(x_0, y_0, z_0) = -\frac{2z_0}{c^2},$$

so the equation of the tangent plane to the hyperboloid at a point $P(x_0, y_0, z_0)$ is

$$\frac{2x_0}{a^2}(x - x_0) + \frac{2y_0}{b^2}(y - y_0) - \frac{2z_0}{c^2}(z - z_0) = 0,$$

which is equivalent to

$$\frac{2xx_0}{a^2} + \frac{2yy_0}{b^2} - \frac{2zz_0}{c^2} = \frac{2x_0^2}{a^2} + \frac{2y_0^2}{b^2} - \frac{2z_0^2}{c^2}.$$

Since $P$ lies on the hyperboloid, the right side is equal to 2 and we can rewrite the last equation in the form

$$\frac{xx_0}{a^2} + \frac{yy_0}{b^2} - \frac{zz_0}{c^2} = 1. \quad □$$

**Example 10.2.** Find the equation of the tangent plane at a point $P(x_0, y_0, z_0)$ of the surface $z = f(x, y)$, where $f(x, y)$ is a differentiable function.
Theorem 10.2. Let establishes the existence of the tangent plane at a "smooth" point of a parametric surface.

The following theorem is the special case of Theorem 10.1.

Solution. We can rewrite the equation of the surface as
\[ f(x, y) - z = 0, \]
which is of the form considered above with \( F(x, y, z) = f(x, y) - z \) and \( k = 0 \). Since
\[ F_x(x_0, y_0, z_0) = f_x(x_0, y_0), \quad F_y(x_0, y_0, z_0) = f_y(x_0, y_0), \quad F_z(x_0, y_0, z_0) = -1, \]
we deduce that the equation of the tangent plane to the surface at \((x_0, y_0, z_0)\) is
\[ f_x(x_0, y_0)(x - x_0) + f_y(x_0, y_0)(y - y_0) - (z - z_0) = 0, \]
which is equivalent to the equation stated without proof in §8.3. Therefore, Theorem 8.2 is merely special case of Theorem 10.1.

Finally, we define the normal line to a surface.

Definition. Let \( F(x, y, z) \) be a differentiable function and let \( P(x_0, y_0, z_0) \) be a point of the surface \( \Sigma \) with equation \( F(x, y, z) = k \). The normal line to \( \Sigma \) at \( P \) is the line that passes through \( P \) and is orthogonal to the tangent plane at \( P \).

The same reasoning that we used to establish (10.1) shows that the symmetric equations of the normal line to \( \Sigma \) at \( P \) is
\[ \frac{x - x_0}{F_x(x_0, y_0, z_0)} = \frac{y - y_0}{F_y(x_0, y_0, z_0)} = \frac{z - z_0}{F_z(x_0, y_0, z_0)}, \]
with the proper modifications, if some of the partials vanish at \((x_0, y_0, z_0)\).

10.2. Tangent planes and normal vectors to parametric surfaces. Suppose that \( \Sigma \) is a surface with parametrization
\[ \mathbf{r}(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \quad ((u, v) \in D) \]
and \( P_0(x_0, y_0, z_0) = \mathbf{r}(u_0, v_0) \) is a point on \( \Sigma \). We shall focus on curves \( \gamma \) on \( \Sigma \) that are the images of parametric curves
\[ u = u(t), \quad v = v(t) \quad (t \in I) \]
that lie in \( D \) and pass through the point \((u_0, v_0)\).

Definition. The tangent plane to \( \Sigma \) at \( P \) is the plane, if it exists, that contains \( P \) and the tangent vectors to any smooth curve \( \gamma \) on \( \Sigma \) of the above type.

We remark that this definition, at least at first glance, seems more restrictive than the definition we gave in §10.1 for the tangent plane to a level surface: we look only at some curves on \( \Sigma \) instead of looking at all such curves. However, it can be shown that our definition and the definition that refers to all the curves on \( \Sigma \) yield the same notion of tangent plane. The following theorem establishes the existence of the tangent plane at a “smooth” point of a parametric surface.

Theorem 10.2. Let \( \mathbf{r}(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \), \((u, v) \in D\), be a differentiable vector function with partials
\[ \mathbf{r}_u = x_u e_1 + y_u e_2 + z_u e_3, \quad \mathbf{r}_v = x_v e_1 + y_v e_2 + z_v e_3, \]
and let \( P(x_0, y_0, z_0) = \mathbf{r}(u_0, v_0) \) be a point on the parametric surface \( \Sigma \) given by \( \mathbf{r}(u, v) \). If
\[ \mathbf{n} = \mathbf{r}_u(u_0, v_0) \times \mathbf{r}_v(u_0, v_0) \neq \mathbf{0}, \]
then the tangent plane to \( \Sigma \) at the point \( P \) exists and is perpendicular to the vector \( \mathbf{n} \).
Proof. Let $\gamma$ be a curve on $\Sigma$ of the type considered in the above definition. It can be parametrized by means of the vector function

$$f(t) = r(u(t), v(t)) = x(u(t), v(t))e_1 + y(u(t), v(t))e_2 + z(u(t), v(t))e_3 \quad (t \in I).$$

Thus, we can use the chain rule to express its tangent vector $f'(t)$ in terms of the derivatives of $r(u, v)$, $u(t)$, and $v(t)$:

$$\frac{df}{dt} = \frac{dx}{dt}e_1 + \frac{dy}{dt}e_2 + \frac{dz}{dt}e_3$$

$$= (\frac{\partial x}{\partial u}u + \frac{\partial x}{\partial v}v) e_1 + (\frac{\partial y}{\partial u}u + \frac{\partial y}{\partial v}v) e_2 + (\frac{\partial z}{\partial u}u + \frac{\partial z}{\partial v}v) e_3$$

$$= (\frac{\partial x}{\partial u}e_1 + \frac{\partial y}{\partial u}e_2 + \frac{\partial z}{\partial u}e_3) + (\frac{\partial x}{\partial v}e_1 + \frac{\partial y}{\partial v}e_2 + \frac{\partial z}{\partial v}e_3)$$

$$= \frac{du}{dt}(\frac{\partial x}{\partial u}e_1 + \frac{\partial y}{\partial u}e_2 + \frac{\partial z}{\partial u}e_3) + \frac{dv}{dt}(\frac{\partial x}{\partial v}e_1 + \frac{\partial y}{\partial v}e_2 + \frac{\partial z}{\partial v}e_3) = u'(t)r_u + v'(t)r_v.$$

In particular, the tangent vector $f'(t_0)$ at the point $P_0$ of $\gamma$ is

$$f'(t_0) = u'(t_0)r_u(u_0, v_0) + v'(t_0)r_v(u_0, v_0).$$

In other words, the tangent vector is the sum of a vector parallel to $r_u(u_0, v_0)$ and a vector parallel to $r_v(u_0, v_0)$. It follows that the cross product $n$, which is perpendicular to both $r_u(u_0, v_0)$ and $r_v(u_0, v_0)$, will be perpendicular to the tangent vector $f'(t_0)$ to the curve $\gamma$. Note that the last vector is independent of the curve and is completely determined by the parametrization of the surface $\Sigma$. This establishes the existence of the tangent plane: it is the plane through the point $P_0$ with normal vector $n$. 

Example 10.3. Find an equation of the tangent plane to the surface $\Sigma$ with parametrization

$$r(u, v) = \cos u(4 + 2 \cos v)e_1 + \sin u(4 + 2 \cos v)e_2 + 2 \sin ve_3 \quad (0 \leq u, v \leq 2\pi)$$

at the point $(4, 0, 2) = r(0, \pi/2)$.

**Solution.** We have

$$r_u(u, v) = -\sin u(4 + 2 \cos v)e_1 + \cos u(4 + 2 \cos v)e_2,$$

$$r_v(u, v) = -2 \cos u \sin v e_1 - 2 \sin u \sin v e_2 + 2 \cos v e_3,$$

so the normal vector to $\Sigma$ at $(4, 0, 2)$ is

$$n = (r_u \times r_v)(0, \pi/2) = (0, 4, 0) \times (-2, 0, 0) = (4e_2) \times (-2e_1) = -8(e_2 \times e_1) = 8e_3.$$

Thus, the equation of the tangent plane is

$$8(z - 2) = 0 \quad \iff \quad z = 2.$$ 

Example 10.4. Find the equation of the tangent plane at a point $P(x_0, y_0, z_0)$ of the surface $z = f(x, y)$, where $f(x, y)$ is a differentiable function.

**Solution.** We can parametrize the given surface as

$$r(x, y) = xe_1 + ye_2 + f(x, y)e_3 \quad ((x, y) \in D),$$
so the normal vector \( \mathbf{n} \) to it is
\[
\mathbf{n} = \mathbf{r}_s \times \mathbf{r}_y = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ 1 & 0 & f_x \\ 0 & 1 & f_y \end{vmatrix} = \begin{vmatrix} 0 & f_x & \mathbf{e}_1 \\ 1 & f_y & \mathbf{e}_2 \\ 0 & 1 & \mathbf{e}_3 \end{vmatrix} = -f_x \mathbf{e}_1 - f_y \mathbf{e}_2 + \mathbf{e}_3.
\]

Thus, the equation of the tangent plane at \((x_0, y_0, z_0)\) is
\[
-f_x(x_0, y_0)(x - x_0) - f_y(x_0, y_0)(y - y_0) + (z - z_0) = 0,
\]
which is equivalent to the equation we gave earlier in Theorem 8.2 and Example 10.2. \(\square\)

10.3. **Smooth and piecewise smooth surfaces.** Recall that we called the parametric curve \(\gamma\) given by the vector function \(\mathbf{r}(t), t \in I\), smooth if the tangent vector to the curve, \(\mathbf{r}'(t)\), does not vanish for \(t \in I\). We later saw that this condition ensures that \(\gamma\) has a tangent line at each point. In the next definition, we define a “smooth surface” so that it has a tangent plane at each point.

**Definition.** The level surface \(\Sigma\) with equation \(F(x, y, z) = k\) is called smooth, if the function \(F(x, y, z)\) is differentiable at every point of \(\Sigma\) and \(\nabla F(x, y, z) \neq \mathbf{0}\), except possibly at the boundary of \(\Sigma\). The parametric surface \(\Sigma\), given by
\[
\mathbf{r}(u, v) = x(u, v)\mathbf{e}_1 + y(u, v)\mathbf{e}_2 + z(u, v)\mathbf{e}_3 \quad ((u, v) \in D),
\]
is called smooth, if the partials \(\mathbf{r}_u\) and \(\mathbf{r}_v\) are defined for all \((u, v) \in D\) and \(\mathbf{r}_u \times \mathbf{r}_v \neq \mathbf{0}\), except possibly at the boundary of \(D\).

Note that it is an immediate consequence of this definition and Theorems 10.1 and 10.2 that a smooth surface (either level or parametric) has a tangent plane at each point.

**Definition.** The level surface \(\Sigma\) with equation \(F(x, y, z) = k\) is called piecewise smooth, if the function \(F(x, y, z)\) is continuous and can represent \(\Sigma\) as the union of a finite number of smooth surfaces, say \(\Sigma = \Sigma_1 \cup \Sigma_2 \cup \cdots \cup \Sigma_n\). The parametric surface \(\Sigma\), given by (10.2) is called piecewise smooth, if \(\mathbf{r}(u, v)\) is continuous and can represent \(\Sigma\) as the union of a finite number of smooth surfaces, say \(\Sigma = \Sigma_1 \cup \Sigma_2 \cup \cdots \cup \Sigma_n\).

**Example 10.5.** Determine whether the surface \(\Sigma\) is smooth, piecewise smooth, or neither:

(a) \(\Sigma\) is the elliptic paraboloid \(z = x^2 + 4y^2\).

(b) \(\Sigma\) is the cone \(z^2 = x^2 + y^2\).

**First solution.** (a) We view \(\Sigma\) as a level surface of \(F(x, y, z) = z - x^2 - 4y^2\). Since
\[
\nabla F(x, y, z) = (-2x, -8y, 1) \neq \mathbf{0},
\]
the paraboloid is smooth.

(b) We view \(\Sigma\) as a level surface of \(F(x, y, z) = z^2 - x^2 - y^2\). Since
\[
\nabla F(x, y, z) = (-2x, -2y, 2z) = \mathbf{0} \iff x = y = z = 0,
\]
the cone is not smooth. However, we can break \(\Sigma\) into two surfaces: the level surface \(\Sigma_1\) of
\[
F(x, y, z) = z^2 - x^2 - y^2 \quad (z \geq 0),
\]
and the level surface \(\Sigma_2\) of
\[
F(x, y, z) = z^2 - x^2 - y^2 \quad (z \leq 0),
\]
each of which is smooth, because the origin is a boundary point for them. Thus, the cone is piecewise smooth. \(\square\)
Second solution. (b) We view \( \Sigma \) as a parametric surface given by

\[
\mathbf{r}(u, v) = v \cos u \mathbf{e}_1 + v \sin u \mathbf{e}_2 + v \mathbf{e}_3,
\]

where \( 0 \leq u \leq 2\pi, -\infty < v < \infty \). Then

\[
\mathbf{r}_u = -v \sin u \mathbf{e}_1 + v \cos u \mathbf{e}_2, \quad \mathbf{r}_v = \cos u \mathbf{e}_1 + \sin u \mathbf{e}_2 + \mathbf{e}_3,
\]

and

\[
\mathbf{r}_u \times \mathbf{r}_v = (-v \sin u \mathbf{e}_1 + v \cos u \mathbf{e}_2) \times (\cos u \mathbf{e}_1 + \sin u \mathbf{e}_2 + \mathbf{e}_3)
\]

\[
= -v \sin^2 u (\mathbf{e}_1 \times \mathbf{e}_2) - v \sin u (\mathbf{e}_1 \times \mathbf{e}_3) + v \cos^2 u (\mathbf{e}_2 \times \mathbf{e}_1) + v \cos u (\mathbf{e}_2 \times \mathbf{e}_3)
\]

\[
= -v \sin^2 u \mathbf{e}_3 + v \sin u \mathbf{e}_2 - v \cos^2 u \mathbf{e}_3 + v \cos u \mathbf{e}_1 = v \cos u \mathbf{e}_1 + v \sin u \mathbf{e}_2 - v \mathbf{e}_3.
\]

Hence, \( \mathbf{r}_u \times \mathbf{r}_v = 0 \) when \( v = 0 \) and the cone is not smooth. However, we can break \( \Sigma \) into two surfaces: the parametric surface \( \Sigma_1 \) given by

\[
\mathbf{r}(u, v) = v \cos u \mathbf{e}_1 + v \sin u \mathbf{e}_2 + v \mathbf{e}_3 \quad (0 \leq u \leq 2\pi, \ v \geq 0),
\]

and the parametric surface \( \Sigma_2 \) given by

\[
\mathbf{r}(u, v) = v \cos u \mathbf{e}_1 + v \sin u \mathbf{e}_2 + v \mathbf{e}_3 \quad (0 \leq u \leq 2\pi, \ v \leq 0),
\]

each of which is smooth, because the origin is a boundary point for them. Thus, the cone is piecewise smooth.

10.4. Orientable surfaces. We conclude this lecture with the notion of orientation of a surface, which we shall need in our discussion of surface integrals later in these notes. Intuitively, we think of a surface as a two-dimensional object, which is placed in space and thus has an “upper side” and a “lower side.” However, this is not always the case, even for nice, smooth surfaces. We use the concept of orientation of a surface to separate the intuitive, two-sided surfaces from the one-sided ones. However, before giving a formal definition, we present an example of a surprisingly simple one-sided surface.

Example 10.6. Take a long strip of paper in the form of a rectangle \( ABCD \), the vertices listed counterclockwise so that \( AB \) and \( CD \) are the two short sides of the strip (see Figure 10.1). Then twist the paper half a turn and glue the short sides so that \( A \) gets glued to \( C \) and \( B \) to \( D \). The resulting surface (see Figure 10.2) has only one side! Indeed, if you take a paintbrush, started at the cut, and moved along the surface parallel to its edges, you will be able to paint the entire strip without lifting the paintbrush. This surface is known as the Möbius strip. You may think at first that the Möbius strip is an esoteric example and that “normal” surfaces, given by nice, simple
formulas, don’t behave this way. Think again! The Möbius strip is given by a nice, simple formula: its parametric equations are
\[ x = 2 \cos u + v \cos(u/2), \quad y = 2 \sin u + v \cos(u/2), \quad z = v \sin(u/2), \]
where \( 0 \leq u \leq 2\pi \) and \(-\frac{1}{2} \leq v \leq \frac{1}{2}.

**Definition.** Let \( \Sigma \) be a smooth surface in \( \mathbb{R}^3 \). For each nonboundary point \( P(x, y, z) \) on the surface, let \( n_1(x, y, z) \) and \( n_2(x, y, z) \) be the two unit vectors at \( P \) that are normal to \( \Sigma \). We say that \( \Sigma \) is **orientable** if it is possible to select a unit normal vector \( n(x, y, z) \) at every nonboundary point of \( \Sigma \) in such a way that \( n(x, y, z) \) varies continuously as \( (x, y, z) \) varies over \( \Sigma \). A choice of the unit normal vector \( n \) as described above is called an **orientation** of \( \Sigma \).

**Remark.** If a surface \( \Sigma \) is orientable, then there are two distinct orientations of that surface. For example, let us choose a distinguished point \( P_0(x_0, y_0, z_0) \) on \( \Sigma \). Let us select and fix one of the two unit normal vectors at \( P_0 \); we denote it by \( n_0 \). Then for each nonboundary point \( P \) near \( P_0 \) only one of the unit normal vectors at \( P \) will be close to \( n_0 \), the other will be close to \(-n_0 \). Thus, the continuity requirement on our choice of normal vectors settles the orientation of all normal vectors near \( P_0 \). Of course, once we have decided on the choice of normal vectors at points near \( P_0 \), we can repeat the same procedure to settle the orientation of the normal vectors at points that may not be near \( P_0 \) but are near points that are near \( P_0 \); after that, we can settle the choices at points that may not be near \( P_0 \) or near points that are near \( P_0 \), but are near points that are near points that are near \( P_0 \); etc. Ultimately, after we choose between the two unit normal vectors \( n_0 \) and \(-n_0 \) at \( P_0 \), we set a domino effect that yields a consistent choice between the unit normal vectors at all other nonboundary points of \( \Sigma \).

**Example 10.7.** Let \( \Sigma \) be the graph of a function \( z = f(x, y) \), \((x, y) \in D \). In Example 10.4, we used the parametrization
\[ \mathbf{r}(x, y) = x \mathbf{e}_1 + y \mathbf{e}_2 + f(x, y) \mathbf{e}_3 \quad ((x, y) \in D) \]
to show that
\[ \mathbf{r}_x \times \mathbf{r}_y = -f_x \mathbf{e}_1 - f_y \mathbf{e}_2 + \mathbf{e}_3 \]
is a normal vector to the surface at the point \((x, y, z)\) of the surface. Note that this vector always has a positive third component. Thus, the normalized cross product
\[ \mathbf{n} = \frac{\mathbf{r}_x \times \mathbf{r}_y}{\|\mathbf{r}_x \times \mathbf{r}_y\|} = \frac{-f_x \mathbf{e}_1 - f_y \mathbf{e}_2 + \mathbf{e}_3}{\left(1 + f_x^2 + f_y^2\right)^{1/2}}, \]
will pick consistently one of the two unit normal vectors to the surface: namely, it will always pick the unit normal that points upward. Consequently, \( \mathbf{n} \) represents an orientation of the surface; this orientation is often referred to as the **upward orientation** of the surface.

**Example 10.8.** Let \( \Sigma \) be the sphere \( x^2 + y^2 + z^2 = 4 \). Its spherical equation is \( \rho = 2 \), so we can describe \( \Sigma \) as the set of points \((x, y, z)\) in space whose Cartesian coordinates are related to their spherical coordinates via the equations
\[ x = 2 \cos \theta \sin \phi, \quad y = 2 \sin \theta \sin \phi, \quad z = 2 \cos \phi, \]
where \( 0 \leq \theta \leq 2\pi, 0 \leq \phi \leq \pi \). This provides a parametrization of \( \Sigma \):
\[ \mathbf{r}(\theta, \phi) = 2 \cos \theta \sin \phi \mathbf{e}_1 + 2 \sin \theta \sin \phi \mathbf{e}_2 + 2 \cos \phi \mathbf{e}_3, \]
where $0 \leq \theta \leq 2\pi$, $0 \leq \phi \leq \pi$. Then

$$\mathbf{r}_0 = -2 \sin \theta \sin \phi \mathbf{e}_1 + 2 \cos \theta \sin \phi \mathbf{e}_2, \quad \mathbf{r}_\phi = 2 \cos \theta \cos \phi \mathbf{e}_1 + 2 \sin \theta \cos \phi \mathbf{e}_2 - 2 \sin \phi \mathbf{e}_3,$$

and

$$\mathbf{r}_0 \times \mathbf{r}_\phi = (-2 \sin \theta \sin \phi \mathbf{e}_1 + 2 \cos \theta \sin \phi \mathbf{e}_2) \times (2 \cos \theta \cos \phi \mathbf{e}_1 + 2 \sin \theta \cos \phi \mathbf{e}_2 - 2 \sin \phi \mathbf{e}_3)
= -4 \sin^2 \theta \sin \phi \cos \phi (\mathbf{e}_1 \times \mathbf{e}_2) + 4 \sin \theta \sin^2 \phi (\mathbf{e}_1 \times \mathbf{e}_3)
+ 4 \cos^2 \theta \sin \phi \cos \phi (\mathbf{e}_2 \times \mathbf{e}_1) - 4 \cos \theta \sin^2 \phi (\mathbf{e}_2 \times \mathbf{e}_3)
= -4 \cos \theta \sin^2 \phi \mathbf{e}_1 - 4 \sin \theta \sin^2 \phi \mathbf{e}_2 - 4 (\sin^2 \theta + \cos^2 \theta) \sin \phi \cos \phi \mathbf{e}_3
= -4 \sin \phi \cos \theta \sin \phi \mathbf{e}_1 + 4 \sin \phi \cos \phi \mathbf{e}_2 + \cos \phi \mathbf{e}_3 = -2 \sin \phi \mathbf{r}.$$

Hence, the normal vectors at a point of the sphere are parallel to the position vector $\mathbf{r}$ of the point. Since the length of $\mathbf{r}$ is the distance from the origin to a point on $\Sigma$, we have $||\mathbf{r}|| = 2$. Thus, $\mathbf{n} = \frac{1}{2} \mathbf{r}$ is a unit normal vector at the point $P = \mathbf{r}(u, v)$ of $\Sigma$. Note that since $\mathbf{n}$ has the same direction as the $\overrightarrow{OP}$, it will consistently be the unit normal vector to the sphere that is pointed away from the origin. Therefore, $\mathbf{n}$ yields an orientation of $\Sigma$ that is often called the outward orientation of the sphere.

\[\square\]

Exercises

1. Find the equations of the tangent plane and of the normal line to the given surface at the given point:
   (a) $z = xye^{x+y}, \quad P(2, -1, -2)$
   (b) $z = \log_2 \left(\sqrt{x^2 + y^2}\right), \quad P(1, -2, 1)$
   (c) $x^2 - 2y^2 + 2z^2 = 10, \quad P(2, -1, -2)$
   (d) $\ln(xyz) = x + yz^{-1}, \quad P(1, e, e)$

2. (a) Find the equation of the normal line to the sphere $x^2 + y^2 + z^2 = r^2$ at a point $(x_0, y_0, z_0)$ of the sphere.
   (b) Show that the normal line from part (a) passes through the origin.

3. Find the points on the hyperboloid $x^2 - 2y^2 - z^2 = -2$ at which the tangent plane is parallel to the plane $2x - 3y + 2z + 7 = 0$.

4. Find the points on the hyperbolic paraboloid $x = y^2 - 4z^2$ at which the normal line is perpendicular to the plane $x + y + z = 1$.

5. Show that the hyperboloid $x^2 - 2y^2 - z^2 = -2$ and the ellipsoid $\left(x + \frac{1}{2}\right)^2 + (y + 1)^2 + \left(z + \frac{1}{2}\right)^2 = 1$ are tangent to each other at the point $(-1, -1, 1)$, that is, show that they have the same tangent plane at that point.

6. Find an equation of the tangent plane to the given parametric surface at the given point:
   (a) $\mathbf{r}(u, v) = (uv, u \sin v, u \cos v), \quad (u, v) = (1, \pi/2)$
   (b) $\mathbf{r}(y, z) = \left(\sqrt{4 + y^2 + z^2}, y, z\right), \quad (y, z) = (1, 1)$
   (c) $\mathbf{r}(u, v) = (u^2 - v^2, u + v, u^2 + 2v), \quad (0, 2, 3)$
   (d) $\mathbf{r}(u, v) = (u \cos 2v, u \sin 2v, v), \quad (1, \sqrt{3}, \pi/6)$

7. Determine whether the given surface is smooth, piecewise smooth, or neither:
   (a) $x^2 + 3y^2 - 2xyz = 6$
   (b) $\mathbf{r}(u, v) = (3u, u^2 - 2v, u^3 + v^2), \quad (u, v) \in \mathbb{R}^2$
   (c) $\mathbf{r}(u, v) = (u, uv, \sin uv), \quad (u, v) \in \mathbb{R}^2$
   (d) $z^2 + \sin(xy) = 1$
11. Extremal values of multivariable functions

In this lecture, we shall discuss the local and absolute (or global) maximum and minimum values of a function of two variables \( f(x, y) \).

11.1. Review of extremal values of single-variable functions. We start with a review of the extrema of single-variable functions. For example, let us classify the local and global extrema of the function

\[ f(x) = x^4 - 8x^3 + 18x^2 - 10 \]

in the interval \([-1, 2]\). First, we find the critical points of \( f \): these are the zeros of

\[ f'(x) = 4x^3 - 24x^2 + 36x = 4x(x^2 - 6x + 9) = 4x(x - 3)^2. \]

We have

\[ 4x(x - 3)^2 = 0 \quad \iff \quad x = 0 \text{ or } x = 3. \]

We determine whether the critical points yield local extrema by the second-derivative test:

\[ f''(x) = 12x^2 - 48x + 36 \quad \implies \quad f''(0) = 36 > 0, \quad f''(3) = 0, \]

that is, \( f \) has a local minimum at \( x = 0, (0, -10) \). (We can also show that \( f \) has no extremum at \( x = 3 \), but that does not follow from the second derivative test.) Finally, to find the absolute extrema of \( f \) in \([-1, 2]\), we compare the local extrema and the boundary values: \( f(-1) = 17, f(0) = -10, \) and \( f(2) = 14 \). We find that the absolute maximum of \( f \) is 17 and its absolute minimum is \(-10\).

11.2. Local extrema of a function of two variables.

Definition. Let \( f \) be a function of two variables. If \((a, b)\) is a point in the domain of \( f \), then \( f \) has a local maximum at \((a, b)\) if \( f(x, y) \leq f(a, b) \) for all points \((x, y)\) near \((a, b)\); \( f \) has a local minimum at \((a, b)\) if \( f(x, y) \geq f(a, b) \) for all points \((x, y)\) near \((a, b)\). A local maximum or minimum is called also a local extremum.

Theorem 11.1. If \( f \) has a local extremum at \((a, b)\) and its first-order partials \( f_x(a, b) \) and \( f_y(a, b) \) exist, then

\[ f_x(a, b) = f_y(a, b) = 0. \]

Proof. If \( f(x, y) \) has a local maximum/minimum at \((a, b)\), then the single-variable function \( g(x) = f(x, b) \) also has a local maximum/minimum at \( x = a \). Hence,

\[ g'(a) = 0 \quad \implies \quad f_x(a, b) = 0. \]

Similarly, \( f_y(a, b) = 0 \) by considering \( h(y) = f(a, y) \). \( \square \)

Definition. Let \( f \) be a function of two variables. A critical point of \( f \) is a point \((a, b)\) such that either \( f_x(a, b) = f_y(a, b) = 0 \), or one of these partial derivatives does not exist. Those critical points \((a, b)\) of \( f \) for which \( f_x(a, b) = f_y(a, b) = 0 \) are sometimes called stationary points.

Example 11.1. Find all critical points of the function

\[ f(x, y) = x^3 + y^2 - 6xy + 6x + 3y - 2. \]
Solution. This function has first-order (and also second-, third-, and higher-order) partial derivatives at any point \((x, y)\) in the \(\mathbb{R}^2\), so the only critical points will be the stationary points of \(f\). Since
\[
f_x(x, y) = 3x^2 - 6y + 6 \quad \text{and} \quad f_y(x, y) = 2y - 6x + 3,
\]
the stationary points of \(f\) are the solutions of the system
\[
\begin{aligned}
3x^2 - 6y + 6 &= 0 \\
2y - 6x + 3 &= 0
\end{aligned}
\implies
\begin{aligned}
x^2 - 2y + 2 &= 0 \\
y &= 6x - 3
\end{aligned}.
\]
Substituting \(2y\) from the second equation into the first, we find that \(x\) must satisfy the equation
\[
x^2 - (6x - 3) + 2 = 0 \quad \iff \quad x^2 - 6x + 5 = 0 \quad \iff \quad x = 1 \text{ or } x = 5.
\]
When we substitute \(x = 1\) in the second equation of the system, we obtain \(2y = 3\) so \(y = 1.5\); when we substitute \(x = 5\), we obtain \(2y = 27\) so \(y = 13.5\). Thus, the critical points of \(f\) are \((1, 1.5)\) and \((5, 13.5)\). \(\square\)

11.3. The second-derivative test. Note that the theorem in the previous section says that (just as in the case of functions of a single variable) a function of two variables can have a local extremum only at a critical point. However, we know that for a function of one variable a critical point is not necessarily an extremal point. Is this also the case for functions of two variables? And if so, then how can we determine whether a critical point is an extremal point or not? The following theorem is often sufficient to answer these questions. It is the two-variable version of the second-derivative test.

**Theorem 11.2** (Second-derivative test). Suppose that \(f(x, y)\) has continuous second-order partial derivatives near the stationary point \((a, b)\) and define
\[
D = D(a, b) = f_{xx}(a, b)f_{yy}(a, b) - f_{xy}(a, b)^2 = \begin{vmatrix} f_{xx}(a, b) & f_{xy}(a, b) \\ f_{yx}(a, b) & f_{yy}(a, b) \end{vmatrix}.
\]
Then:

i) if \(D > 0\) and \(f_{xx}(a, b) > 0\), \(f\) has a local minimum at \((a, b)\);

ii) if \(D > 0\) and \(f_{xx}(a, b) < 0\), \(f\) has a local maximum at \((a, b)\);

iii) if \(D < 0\), \(f\) does not have a local extremum at \((a, b)\).

In case iii), the point \((a, b)\) is called a saddle point, since under those conditions the graph of \(f\) near \((a, b)\) resembles a saddle.

**Example 11.2.** Find the local extrema of the function
\[
f(x, y) = x^3 + y^2 - 6xy + 6x + 3y - 2.
\]
Solution. We know from Example 11.1 that the critical points of \(f\) are \((1, 1.5)\) and \((5, 13.5)\). The second-order partials of \(f\) are:
\[
f_{xx}(x, y) = 6x, \quad f_{yy}(x, y) = 2, \quad f_{xy}(x, y) = -6,
\]
so \(f_{xx}(5, 13.5) = 30\) and
\[
D(1, 1.5) = \begin{vmatrix} 6 & -6 \\ -6 & 2 \end{vmatrix} = -24, \quad D(5, 13.5) = \begin{vmatrix} 30 & -6 \\ -6 & 2 \end{vmatrix} = 24.
\]
Hence, by the second-derivative test, \((1, 1.5)\) is a saddle point of \(f\) and \(f(5, 13.5) = -29\) is a local minimum. \(\square\)
Example 11.3. Find the point on the plane \(2x - y + 2z - 3 = 0\) that is closest to the origin. What is the distance between the plane and the origin?

Solution. We want to minimize the function 
\[d(x, y, z) = x^2 + y^2 + z^2\]
for \((x, y, z)\) subject to the constraint 
\[2x - y + 2z - 3 = 0.\]
This is the same as minimizing the function 
\[f(x, z) = x^2 + (2x + 2z - 3)^2 + z^2 = 5x^2 + 8xz + 5z^2 - 12x - 12z + 9\]
in the \(xz\)-plane. The first-order partials of \(f\) are 
\[f_x(x, z) = 10x + 8z - 12, \quad f_z(x, z) = 8x + 10z - 12,\]
so the critical points are the solutions of the system 
\[
\begin{align*}
10x + 8z - 12 &= 0 \\
8x + 10z - 12 &= 0 
\end{align*} \iff \begin{align*}
5x + 4z &= 6 \\
4x + 5z &= 6 
\end{align*}
\]
Solving the last system, we find that the only critical point of \(f\) is \((\frac{2}{3}, \frac{2}{3})\). The second-order partials of \(f\) are 
\[f_{xx}(x, z) = f_{zz}(x, z) = 10, \quad f_{xz}(x, z) = f_{zx}(x, z) = 8,\]
so 
\[D = D(\frac{2}{3}, \frac{2}{3}) = \begin{vmatrix} 10 & 8 \\ 8 & 10 \end{vmatrix} = 36.\]
Since \(D > 0\) and \(f_{xx} > 0\), we conclude that \(f(\frac{2}{3}, \frac{2}{3}) = \frac{4}{3}\) is a local minimum of \(f\). It is intuitively clear that this local minimum must actually be an absolute minimum of \(f\), so the minimum distance occurs when the point \((x, y, z)\) on the plane is \((\frac{2}{3}, -\frac{1}{3}, \frac{2}{3})\). The distance from the origin to that point (which is the distance from the origin to the plane) is 
\[\sqrt{\left(\frac{2}{3}\right)^2 + \left(-\frac{1}{3}\right)^2 + \left(\frac{2}{3}\right)^2} = 1.\]

11.4. Absolute extrema of a function of two variables. In real life, we are more likely to be interested in absolute (or global) extrema of functions than in local extrema. In the last example we used practical considerations (i.e., intuition) to make the jump from the local to the global minimum. Is there another (hopefully, more rigorous) way to approach global extrema? The answer is “yes”, if the function is defined on a “closed, bounded set”.

First, we must say what does it mean for a set in the plane to be “closed and bounded”. Instead of formal definitions we will be content with explanations by example. A set \(R\) is closed if it contains all its “boundary points”. For example, among the sets on Figure 11.1 (where solid boundary curve belongs to the set and a dashed curve does not), the sets in (a) and (d) are closed and the sets in (b), (c), and (e) are not. A set \(R\) is bounded if it is contained inside some disk centered at the origin. For example, of the sets on Figure 11.1, only (d) is not bounded.

We can now state the algorithm for finding the absolute extrema of a function of two variables on a closed, bounded set. It is a generalization of the closed interval method for finding absolute extrema of functions of a single variable on a closed interval. To find the absolute extrema of \(f(x, y)\) on a closed, bounded set \(R\):

1. Find the critical points of \(f\) inside \(R\) and the respective values of \(f\).
Figure 11.1. Examples of closed and bounded sets

2. Find the absolute extrema of \( f \) on the boundary of \( R \).
3. The absolute maximum of \( f \) in \( R \) is the largest among the numbers found in Steps 1 and 2; the absolute minimum of \( f \) in \( R \) is the smallest among the numbers found in Steps 1 and 2.

**Example 11.4.** Find the absolute maximum and minimum values of the function

\[
f(x, y) = x^3 - y^3 - 3x + 12y
\]

in the closed and bounded region

\[
R = \{(x, y) : 0 \leq x \leq 2, -3x \leq y \leq 0\}.
\]

**Solution.** 1. The first-order partials of \( f \) are

\[
f_x(x, y) = 3x^2 - 3, \quad f_y(x, y) = -3y^2 + 12,
\]

so the critical points of \( f \) are the solutions of the system

\[
\begin{align*}
3x^2 - 3 &= 0 \quad \iff \quad x^2 = 1 \quad \iff \quad x = \pm 1, \\
-3y^2 + 12 &= 0 \quad \iff \quad y^2 = 4 \quad \iff \quad y = \pm 2.
\end{align*}
\]

That is, \( f \) has four critical points: \((1, 2), (1, -2), (-1, 2), \) and \((-1, -2)\). However, of these only \( P(1, -2) \) lies inside \( R \). The respective value of \( f \) is \( f(1, -2) = -18 \).

2. The boundary of \( R \) consists of three line segments (see Figure 11.2):

\[
\begin{align*}
\ell_1 : & \quad \{(x, y) : 0 \leq x \leq 2, y = 0\}, \\
\ell_2 : & \quad \{(x, y) : 0 \leq x \leq 2, y = -3x\}, \\
\ell_3 : & \quad \{(x, y) : x = 2, -6 \leq y \leq 0\}.
\end{align*}
\]
2.1. When \((x, y)\) lies on \(\ell_1\), \(f(x, y)\) is really only a function of \(x\):
\[
g_1(x) = f(x, 0) = x^3 - 3x \quad (0 \leq x \leq 2).
\]
The critical values of \(g_1\) are the solutions of \(3x^2 - 3 = 0\). These are \(x = \pm 1\), but we are interested only in \(x = 1\) (since \(-1\) lies outside \([0, 2]\)). Thus, we need compare
\[
g_1(0) = 0, \quad g_1(1) = -2, \quad \text{and} \quad g_1(2) = 2.
\]
We find that the absolute minimum and maximum of \(f\) on \(\ell_1\) are \(f(1, 0) = -2\) and \(f(2, 0) = 2\).

2.2. When \((x, y)\) lies on \(\ell_2\), \(f(x, y)\) is again a function of \(x\) only:
\[
g_2(x) = f(x, -3x) = 28x^3 - 39x \quad (0 \leq x \leq 2).
\]
The critical values of \(g_2\) are the solutions of \(84x^2 - 39 = 0\): \(x = \pm \sqrt{13/28}\). Again, we are interested only in one of these critical points: \(x = \sqrt{13/28}\). We compare
\[
g_2(0) = 0, \quad g_2(\sqrt{13/28}) = -26\sqrt{13/28} = -17.71 \ldots, \quad \text{and} \quad g_2(2) = 146.
\]
We find that the absolute minimum and maximum of \(f\) on \(\ell_2\) are
\[
f(\sqrt{13/28}, -3\sqrt{13/28}) = -17.71 \ldots \quad \text{and} \quad f(2, -6) = 146.
\]

2.3. When \((x, y)\) lies on \(\ell_3\), \(f(x, y)\) is only a function of \(y\):
\[
g_3(y) = f(2, y) = -y^3 + 12y + 2 \quad (-6 \leq y \leq 0).
\]
The critical values of \(g_3\) are the solutions of \(-3y^2 + 12 = 0\), \(y = \pm 2\). After dropping \(y = 2\), we compare
\[
g_3(0) = 2, \quad g_3(-2) = -14, \quad \text{and} \quad g_3(-6) = 146.
\]
We find that the absolute minimum and maximum of \(f\) on \(\ell_3\) are \(f(2, -2) = -14\) and \(f(2, -6) = 146\).

3. Comparing all the values found in Steps 1 and 2, we conclude that
\[
\min_{(x,y) \in R} f(x,y) = \min[-18, -2, -2, -17.71, 146, -14] = -18 = f(1, -2),
\]
\[
\max_{(x,y) \in R} f(x,y) = \max[-18, -2, -2, -17.71, 146, -14] = 146 = f(2, -6).
\]
Example 11.5. Find the absolute maximum and minimum values of the function
\[ f(x, y) = x^2 - 2xy - 2x + 4y \]
in the closed region bounded by the ellipse \( \gamma \) with parametric equations
\[ x = 3 \cos t, \quad y = 2 \sin t \quad (0 \leq t \leq 2\pi). \]

Solution. 1. The first-order partials of \( f \) are
\[ f_x(x, y) = 2x - 2y - 2, \quad f_y(x, y) = -2x + 4, \]
so the critical points of \( f \) are the solutions of the system
\[
\begin{cases}
2x - 2y - 2 = 0 \\
-2x + 4 = 0
\end{cases} \quad \iff \quad \begin{cases}
x = y + 1 \\
x - 2 = 0
\end{cases} \quad \iff \quad \begin{cases}
y = x - 1 = 1 \\
x = 2
\end{cases}
\]
Hence, \( P(2, 1) \) is the only critical point of \( f(x, y) \). It lies inside \( \gamma \) (see Figure 11.3) and \( f(2, 1) = 4 \).
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Figure 11.3. The ellipse \( \gamma \) and the critical point \( P \)

2. On \( \gamma \), we have
\[ f(x, y) = f(3 \cos t, 2 \sin t) = 9 \cos^2 t - 12 \cos t \sin t - 6 \cos t + 8 \sin t, \]
so we have to find the maximum and the minimum of
\[ g(t) = 9 \cos^2 t - 12 \cos t \sin t - 6 \cos t + 8 \sin t \quad (0 \leq t \leq 2\pi). \]

We have
\[
g'(t) = -18 \cos t \sin t + 12 \sin^2 t - 12 \cos^2 t + 6 \sin t + 8 \cos t
\]
\[ = 24 \sin^2 t + 6 \sin t - 12 + 2 \cos t(4 - 9 \sin t). \]

Substituting \( u = \sin t \) and \( \cos t = \pm \sqrt{1 - u^2} \), we can rewrite the equation \( g'(t) = 0 \) as
\[
24u^2 + 6u - 12 \pm 2 \sqrt{1 - u^2}(4 - 9u) = 0
\]
\[ 12u^2 + 3u - 6 = \pm \sqrt{1 - u^2}(9u - 4) \]
\[ (12u^2 + 3u - 6)^2 = (1 - u^2)(9u - 4)^2 \]
\[ 225u^4 - 200u^2 + 36u + 20 = 0. \]

The last equation has four real roots, whose approximate values are:
\[ \alpha_1 \approx -0.980, \quad \alpha_2 \approx -0.245, \quad \alpha_3 \approx 0.547, \quad \alpha_4 \approx 0.678. \]

These are the values of \( \sin t \) at the critical numbers of \( g(t) \). They yield a total of eight possible critical numbers: four pairs that have the same sines and opposite cosines. In fact, only one of
the numbers in each pair is a critical number of \( g \), but we will ignore this and will treat all eight numbers as critical. The values of all these critical (and pseudo-critical) numbers, their sines and cosines, and the respective values of \( g(t) \) are listed in Table 11.1.

<table>
<thead>
<tr>
<th>( \alpha_k )</th>
<th>( t )</th>
<th>( \cos t )</th>
<th>( \sin t )</th>
<th>( g(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.980</td>
<td>4.510</td>
<td>-0.201</td>
<td>-0.980</td>
<td>-8.630</td>
</tr>
<tr>
<td>-0.980</td>
<td>4.915</td>
<td>0.201</td>
<td>-0.980</td>
<td>-6.316</td>
</tr>
<tr>
<td>-0.245</td>
<td>3.389</td>
<td>-0.970</td>
<td>-0.245</td>
<td>9.470</td>
</tr>
<tr>
<td>-0.245</td>
<td>6.036</td>
<td>0.970</td>
<td>-0.245</td>
<td>3.533</td>
</tr>
<tr>
<td>0.547</td>
<td>0.579</td>
<td>0.837</td>
<td>0.547</td>
<td>0.166</td>
</tr>
<tr>
<td>0.547</td>
<td>2.563</td>
<td>-0.837</td>
<td>0.547</td>
<td>21.201</td>
</tr>
<tr>
<td>0.678</td>
<td>0.745</td>
<td>0.735</td>
<td>0.678</td>
<td>-0.104</td>
</tr>
<tr>
<td>0.678</td>
<td>2.397</td>
<td>-0.735</td>
<td>0.678</td>
<td>20.681</td>
</tr>
</tbody>
</table>

| Table 11.1. Values of \( g(t) \) at its critical numbers |

We also have \( g(0) = g(2\pi) = 3 \), so

\[
\max_{0\leq t\leq 2\pi} g(t) = g(\pi - \arcsin \alpha_3) \approx 21.201, \quad \min_{0\leq t\leq 2\pi} g(t) = g(\pi - \arcsin \alpha_1) \approx -8.630.
\]

3. Comparing all the values found in Steps 1 and 2, we conclude that the absolute minimum of \( f \) inside \( \gamma \) is

\[
\min\{4, -8.630, 21.201\} = -8.630,
\]

and that the absolute maximum of \( f \) is

\[
\max\{4, -8.630, 21.201\} = 21.201.
\]

Exercises

1. Find and classify the critical points (as local maxima, local minima, or saddle points) of the given function:
   
   (a) \( f(x, y) = 9x + 2y - x^2 + \frac{1}{2}y^2 \)
   
   (b) \( f(x, y) = 2x - 4y - x^2 - 2y^2 \)
   
   (c) \( f(x, y) = x^4 + y^4 - 2xy \)
   
   (d) \( f(x, y) = xy(x + y + 1) \)
   
   (e) \( f(x, y) = e^{3y} \sin(xy) \)
   
   (f) \( f(x, y) = xye^{-x^2 - y^2} \)

2. Find the absolute maxima and minima of the given function on the given set:
   
   (a) \( f(x, y) = 1 + 2x + 3y \) on the triangle with vertices (0, 3), (2, 1), and (5, 3)
   
   (b) \( f(x, y) = x^2 + 4y^2 - xy \) on the square \(-1 \leq x \leq 1, -1 \leq y \leq 1\)
   
   (c) \( f(x, y) = x^3 + 2xy^2 - 2x \) on the disk \( x^2 + y^2 \leq 4 \)

3. Find the shortest distance from the point \((3, 2, -1)\) to the plane \( x - y + 2z = 1 \).

4. Find the point(s) on the cone \((z - 2)^2 = x^2 + y^2\) that is closest to the point \((1, 1, 2)\).

5. Among all the rectangular boxes of volume 125 ft\(^3\), find the dimensions of that which has the least surface area.

6. Find the volume of the largest rectangular box with faces parallel to the coordinate planes that can be inscribed in the ellipsoid \( x^2 + 4y^2 + 4z^2 = 16 \).
12. **Double integrals over rectangles**

In this lecture, we generalize the idea of the definite integral (see Appendix B) to functions of two variables.

12.1. **Definition.** Let \( f(x, y) \) be a bounded function on the rectangle \( R \),

\[
R = [a, b] \times [c, d] = \{(x, y) : a \leq x \leq b, \ c \leq y \leq d\}.
\]

For each \( n \geq 1 \), let

\[
x_0 = a, \quad x_1 = a + \Delta x, \quad x_2 = a + 2\Delta x, \ldots, \quad x_n = a + n\Delta x = b, \quad \Delta x = (b - a)/n,
\]

be the points that divide the interval \([a, b]\) into \( n \) subintervals of equal lengths; and let

\[
y_0 = c, \quad y_1 = c + \Delta y, \quad y_2 = c + 2\Delta y, \ldots, \quad y_n = c + n\Delta y = d, \quad \Delta y = (d - c)/n,
\]

be the points that divide the interval \([c, d]\) into \( n \) subintervals of equal lengths. Also, pick \( n^2 \) sample points \((x_i^*, y_j^*)\) so that

\[
x_{i-1} \leq x_i^* \leq x_i, \quad y_{j-1} \leq y_j^* \leq y_j \quad (1 \leq i, j \leq n).
\]

Then the **double integral of \( f \) over \( R \)** is defined by

\[
\iint_R f(x, y) \, dA = \lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} f(x_i^*, y_j^*)\Delta A, \quad \Delta A = \Delta x\Delta y, \quad (12.1)
\]

provided that the limit exists. The sums on the right side of (12.1) are called **Riemann sums of \( f \) on \( R \)**.

**Remarks.**

1. Note that the vertical lines \( x = x_i \) and \( y = y_j \) split the rectangle \( R \) into \( n^2 \) congruent subrectangles, which we may label according to their upper right corner points: if \( 1 \leq i, j \leq n \), then \( R_{ij} \) is the subrectangle whose upper right corner is the point \((x_i, y_j)\). With this labelling of the subrectangles, we can report that each sample point \((x_i^*, y_j^*)\) lies in the subrectangle \( R_{ij} \) with the same indices and there is exactly one sample point per subrectangle. Furthermore, the quantity \( \Delta A \) in (12.1) is equal to the common area of the rectangles \( R_{ij} \): one \( n^2 \)th part of the area of \( R \). Thus, each term in the Riemann sum of \( f \) is the product of a sample value of \( f \) in one of the rectangles \( R_{ij} \) and the area of that rectangle.

2. The limit in (12.1) is supposed to exist and be independent of the choice of the sample points. This is not necessarily true for any old function, but it does hold for functions that are piecewise continuous in \( R \) (see §6.7 for the definition of piecewise continuity).

3. If \( f(x, y) \geq 0 \) on \( R \), then \( \iint_R f(x, y) \, dA \) represents the volume of the solid whose upper boundary is the surface \( z = f(x, y) \) and whose lower boundary is \( R \). That is,

\[
\iint_R f(x, y) \, dA = \text{vol.} \{(x, y, z) : (x, y) \in R, \ 0 \leq z \leq f(x, y)\}
\]

\[
= \text{vol.} \{(x, y, z) : a \leq x \leq b, \ c \leq y \leq d, \ 0 \leq z \leq f(x, y)\}.
\]

4. From now on, we shall use the notation \(|D|\) to denote the area of a plane region \( D \). Let us divide both sides of (12.1) by \(|R| = (b - a)(c - d)\). Since \( \Delta A = |R|/n^2 \), we have \( \Delta A/|R| = 1/n^2 \), so
we get
\[
\frac{1}{|R|} \int \int_R f(x, y) \, dA = \lim_{n \to \infty} \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} f(x_i^*, y_j^*).
\]

Since \(\frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} f(x_i^*, y_j^*)\) is the average of the sample values \(f(x_i^*, y_j^*)\), we interpret the last equation in terms of the average value of \(f\):
\[
\text{average } f(x, y) = \frac{1}{|R|} \int \int_R f(x, y) \, dA.
\] (12.2)

**Example 12.1.** Evaluate the double integral of the function
\[
f(x, y) = \begin{cases} 
5 - 2x - 3y & \text{if } 5 - 2x - 3y \geq 0, \\
0 & \text{if } 5 - 2x - 3y \leq 0,
\end{cases}
\]
over the rectangle \(R = [0, 3] \times [0, 2]\).

**Solution.** We shall use the interpretation of the double integral as volume. By Remark 3 above, the value of the integral
\[\int \int_R f(x, y) \, dA\]
is the volume of the solid \(E\) that lies between \(R\) and the part of the surface \(z = f(x, y)\) with \((x, y) \in R\). The graph of \(f(x, y)\) (before the restriction to \(R\)) consists of the part of the plane \(z = 5 - 2x - 3y\) with \(5 - 2x - 3y \geq 0\) and the part of the \(xy\)-plane \(z = 0\) with \(5 - 2x - 3y \leq 0\). The line \(\ell\) with equation \(5 - 2x - 3y = 0\) splits the rectangle \(R\) in two parts: a triangle with vertices \((0, 0), (\frac{5}{2}, 0), \) and \((0, \frac{5}{3})\) where \(5 - 2x - 3y \geq 0\); and a pentagon with vertices \((\frac{5}{2}, 0), (3, 0), (3, 2), (0, 2), \) and \((0, \frac{5}{3})\) where \(5 - 2x - 3y \leq 0\) (see Figure 12.1). For points \((x, y)\) lying in the pentagon, the graph \(z = f(x, y)\) and the \(xy\)-plane coincide, and for \((x, y)\) in the triangle, the graph \(z = f(x, y)\) is a triangle in the plane \(z = 5 - 2x - 3y\). Thus, the solid \(E\) is the pyramid with vertices \(O(0, 0, 0), A(\frac{5}{2}, 0, 0), B(0, \frac{5}{3}, 0),\) and \(C(0, 0, 5)\). Its volume is
\[
\frac{1}{3} |OC| \cdot \text{area}(\triangle OAB) = \frac{1}{3} |OC| \cdot \frac{1}{2} |OA| \cdot |OB| = \frac{1}{3} \cdot 5 \cdot \frac{1}{2} \cdot \frac{5}{3} = \frac{125}{36}.
\]

Hence,
\[
\int \int_R f(x, y) \, dA = \frac{125}{36}. \quad \square
\]
12.2. **Iterated integrals.** In practice, we want to reverse the order of things in the above example, so that we are able to compute volumes, averages, etc. by interpreting them as double integrals and then evaluating the latter using some "standard" machinery independent of our interpretation. One such method is the method of iterated integrals. An *iterated integral* is an expression of one of the forms

\[
\int_c^d \left[ \int_a^b f(x, y) \, dx \right] \, dy \quad \text{or} \quad \int_a^b \left[ \int_c^d f(x, y) \, dy \right] \, dx.
\]

Sometimes, we write these integrals as

\[
\int_a^b \int_c^d f(x, y) \, dxdy \quad \text{and} \quad \int_c^d \int_a^b f(x, y) \, dydx,
\]

respectively. Note that these are definite integrals of functions defined by means of definite integrals and **NOT** double integrals. Thus, we can evaluate such integrals using the familiar methods from single-variable calculus.

**Example 12.2.** Evaluate

\[
\int_0^1 \int_0^3 x^3 y \, dydx \quad \text{and} \quad \int_0^3 \int_0^1 x^3 y \, dxdy.
\]

**Solution.** We have

\[
\int_0^1 \int_0^3 x^3 y \, dydx = \int_0^1 \left[ \frac{x^3 y^2}{2} \right]_0^3 \, dx = \frac{9}{2} \int_0^1 x^3 \, dx = \left[ \frac{9x^4}{8} \right]_0^1 = \frac{9}{8},
\]

and

\[
\int_0^3 \int_0^1 x^3 y \, dxdy = \int_0^3 \left[ \frac{x^4 y}{4} \right]_0^1 \, dy = \frac{1}{4} \int_0^3 y^3 \, dy = \left[ \frac{y^4}{8} \right]_0^3 = \frac{9}{8}.
\]

12.3. **Fubini’s theorem.** Notice that in the last example, we evaluated the two possible iterated integrals of \(x^3y\) over \([0, 1] \times [0, 3]\) and obtained the same value for both despite following different routes. Is this always the case? The answer to this question is in the affirmative. Moreover, the common value of the two iterated integrals is the value of the double integral of \(f\) over the rectangle. This fact is known as **Fubini’s theorem.**

**Theorem 12.1** (Fubini). Let \(f(x, y)\) be piecewise continuous in the rectangle \(R = [a, b] \times [c, d].\) Then

\[
\iint_R f(x, y) \, dA = \int_a^b \int_c^d f(x, y) \, dydx = \int_c^d \int_a^b f(x, y) \, dxdy.
\]

**Example 12.3.** Find the volume of the solid bounded above by the graph of \(f(x, y) = x^3y\) and below by the rectangle \(R = [0, 1] \times [0, 3].\)

**Solution.** We can express this volume by the double integral

\[
\iiint_R x^3y \, dA.
\]

By Fubini’s theorem and by Example 12.2,

\[
\iiint_R x^3y \, dA = \int_0^1 \int_0^3 x^3y \, dydx = \int_0^3 \int_0^1 x^3y \, dxdy = \frac{9}{8},
\]

so the volume of the solid is \(9/8.\) \(\square\)
Example 12.4. Evaluate
\[ \int_{R} e^y \sqrt{x + e^y} \, dA, \quad \text{where } R = [0, 4] \times [0, 1]. \]

Solution. By Fubini’s theorem,
\[ \int_{R} e^y \sqrt{x + e^y} \, dA = \int_{0}^{4} \int_{0}^{1} e^y \sqrt{x + e^y} \, dy \, dx. \]
By the substitution \( u = x + e^y, \, du = e^y \, dy \), the inner integral is
\[ \int_{0}^{1} e^y \sqrt{x + e^y} \, dy = \int_{1+x}^{e^x} u^{1/2} \, du = \left[ \frac{u^{3/2}}{3/2} \right]_{1+x}^{e^x} = \frac{2}{3} \left( (x + e)^{3/2} - (x + 1)^{3/2} \right). \]
Hence,
\[ \int_{R} e^y \sqrt{x + e^y} \, dA = \frac{2}{3} \int_{0}^{4} \left( (x + e)^{3/2} - (x + 1)^{3/2} \right) \, dx \]
\[ = \frac{2}{3} \left[ (x + e)^{5/2} - (x + 1)^{5/2} \right]_{0}^{4} \]
\[ = \frac{4}{15} \left( (e + 4)^{5/2} - e^{5/2} - 5^{5/2} + 1 \right) \approx 13.308. \]

Second solution. Let us try to see how things change, if we use the other iterated integral. We have
\[ \int_{0}^{4} \sqrt{x + e^y} \, dx = \int_{e^y}^{4+e^y} \sqrt{u} \, du = \left[ \frac{u^{3/2}}{3/2} \right]_{e^y}^{4+e^y} = \frac{2}{3} \left( (4 + e^y)^{3/2} - e^{3y/2} \right). \]
Hence, Fubini’s theorem yields
\[ \int_{R} e^y \sqrt{x + e^y} \, dA = \int_{0}^{1} \int_{0}^{4} e^y \sqrt{x + e^y} \, dx \, dy = \int_{0}^{e^x} e^y \left[ \int_{0}^{4} \sqrt{x + e^y} \, dx \right] \, dy \]
\[ = \frac{2}{3} \int_{0}^{1} e^y \left( (4 + e^y)^{3/2} - e^{3y/2} \right) \, dy = \frac{2}{3} \int_{1}^{e} (4 + u)^{3/2} - u^{3/2} \, du \]
\[ = \frac{2}{3} \left[ (4 + u)^{5/2} - u^{5/2} \right]_{1}^{e} = \frac{4}{15} \left( (4 + e)^{5/2} - e^{5/2} - 5^{5/2} + 1 \right). \]

Exercises
1. Use a Riemann sum with \( n = 3 \) to estimate the value of \( \iint_{R} (xy + y^2) \, dA \), where \( R = [1, 2] \times [-1, 1] \). Take the sample points to be:
   (a) the lower right corners of the subrectangles
   (b) the centers of the subrectangles.

2. Evaluate the given double integral by identifying it as the volume of a solid and calculating that volume using geometric means:
   (a) \( \iint_{R} 2 \, dA, \, R = [-1, 2] \times [0, 3] \)
   (b) \( \iint_{R} (3 - x) \, dA, \, R = [0, 1] \times [0, 1] \)

3. Evaluate the given iterated integral:
   (a) \( \int_{1}^{2} \int_{1}^{3} (1 + 2xy^2) \, dxdy \)
   (b) \( \int_{1}^{4} \int_{1}^{3} \left( \frac{x}{y} + y \ln x \right) \, dy \, dx \)
   (c) \( \int_{0}^{1} \int_{0}^{1} 3^{xy^2} \, dy \, dx \)
4. Evaluate the given double integral:

(a) \[ \iint_{R} (xy + y^2) \, dA, \quad R = [1, 2] \times [-1, 1] \]

(b) \[ \iint_{R} \frac{xy}{x^2 + y^2 + 1} \, dA, \quad R = [0, 1] \times [0, 1] \]

(c) \[ \iint_{R} \sin(3x + 2y) \, dA, \quad R = [-\pi, 0] \times [-\frac{\pi}{4}, \frac{\pi}{4}] \]

(d) \[ \iint_{R} \frac{2 + y}{1 + x^2} \, dA, \quad R = [0, 1] \times [-2, 3] \]

(e) \[ \iint_{R} (x + y)e^{2xy} \, dA, \quad R = [1, 2] \times [0, 1] \]

(f) \[ \iint_{R} xy \cos(x^2 + y^2) \, dA, \quad R = [0, \sqrt{\pi}] \times [0, \sqrt{\pi}] \]
13. **Double integrals over general regions**

To define the double integral of a bounded function $f(x, y)$ on a bounded region $D$ in the plane, we use that the definition given in §12.1 applies to any piecewise continuous function $F(x, y)$ defined on a rectangle (recall Remark 2 in §12.1).

13.1. **Definition.** Let $D$ be the closed region in $\mathbb{R}^2$ bounded by a piecewise smooth curve $\gamma$ and let $f(x, y)$ be piecewise continuous inside $D$. Define the function

$$F(x, y) = \begin{cases} f(x, y) & \text{if } (x, y) \in D, \\ 0 & \text{otherwise.} \end{cases}$$

Then the **double integral of $f$ over $D$** is defined by

$$\iint_D f(x, y) \, dA = \iint_R F(x, y) \, dA,$$

where $R$ is any rectangle containing $D$.

**Remark.** Note that with the assumption that $f(x, y)$ is piecewise continuous in $D$, $F(x, y)$ is continuous everywhere except possibly at the points of $\gamma$ and the (possible) points inside $D$ where $f(x, y)$ is discontinuous. Thus, if $f(x, y)$ is actually continuous in $D$, the only discontinuities of $F(x, y)$ lie on the curves $\gamma_1, \ldots, \gamma_n$. In either case, $F(x, y)$ is piecewise continuous and $\iint_R F(x, y) \, dA$ is defined by (12.1).

13.2. **Properties of the double integral.** We now state several properties of the double integral which are two-dimensional versions of the properties of the definite integral listed in Appendix B.

**Theorem 13.1.** Let $f(x, y), g(x, y)$ be piecewise continuous functions and $a, b$ denote constants. Then

1. $\iint_D [af(x, y) + bg(x, y)] \, dA = a \iint_D f(x, y) \, dA + b \iint_D g(x, y) \, dA.$

2. If $f(x, y) \leq g(x, y)$, then

$$\iint_D f(x, y) \, dA \leq \iint_D g(x, y) \, dA.$$

3. If $D = D_1 \cup D_2$, $D_1 \cap D_2 = \emptyset$, then

$$\iint_D f(x, y) \, dA = \iint_{D_1} f(x, y) \, dA + \iint_{D_2} f(x, y) \, dA.$$

4. $\iint_D 1 \, dA = |D|$, $|D|$ being the area of $D$.

Furthermore, similar to the double integral over a rectangle, the double integral over a general region $D$ can be interpreted as the volume of a solid or the average value of the function. When $f(x, y) \geq 0$,

$$\iint_D f(x, y) \, dA = \text{vol.}\{ (x, y, z) : (x, y) \in D, \ 0 \leq z \leq f(x, y) \}.$$
Also, for any function \( f(x, y) \) that is piecewise continuous on \( D \), we have
\[
\text{average } f(x, y) = \frac{1}{|D|} \iint_D f(x, y) \, dA. \tag{13.1}
\]

### 13.3. Evaluation of double integrals.

We now state two formulas which follow from Fubini’s theorem and which we shall use to evaluate double integrals. First, consider a region \( D \) of the form
\[
D = \{ (x, y) : a \leq x \leq b, \ g_1(x) \leq y \leq g_2(x) \},
\]
where \( g_1 \) and \( g_2 \) are continuous functions of \( x \). We call such regions \textit{type I regions}. If \( f \) is a continuous function on \( D \), we have
\[
\iint_D f(x, y) \, dA = \int_a^b \left[ \int_{g_1(x)}^{g_2(x)} f(x, y) \, dy \right] \, dx. \tag{13.2}
\]

We also define \textit{type II regions}, which a regions of the form
\[
D = \{ (x, y) : c \leq y \leq d, \ h_1(y) \leq x \leq h_2(y) \},
\]
where \( h_1 \) and \( h_2 \) are continuous functions of \( y \). If \( f \) is a continuous function on such a region, we have
\[
\iint_D f(x, y) \, dA = \int_c^d \left[ \int_{h_1(y)}^{h_2(y)} f(x, y) \, dx \right] \, dy. \tag{13.3}
\]

**Example 13.1.** Evaluate
\[
\iint_D ye^x \, dA,
\]
where \( D = \{ (x, y) : 0 \leq x \leq 1, \ \sqrt{x} \leq y \leq 1 \} \).

**Solution.** Since \( D \) is a type I region, (13.2) yields
\[
\iint_D ye^x \, dA = \int_0^1 \int_{\sqrt{x}}^1 ye^x \, dy \, dx = \int_0^1 \left[ \frac{y^2e^x}{2} \right]_0^1 \, dx = \frac{1}{2} \int_0^1 (1-x)e^x \, dx
\]
\[
= \frac{1}{2} \left[ \left[(1-x)e^x \right]_0^1 + \int_0^1 e^x \, dx \right] = \frac{1}{2} \left( -1 + [e^x]_0^1 \right) = \frac{e - 2}{2}. \quad \square
\]

**Second solution.** Alternatively, we can try to describe \( D \) as a type II region and then use (13.3). We start by sketching \( D \); see Figure 13.1. In our type I description of \( D \), we first let \( x \) vary in the range \( 0 \leq x \leq 1 \), and then for each fixed \( x \), we restrict \( y \) to the range \( \sqrt{x} \leq y \leq 1 \). To obtain a type II description, we interchange the roles of \( x \) and \( y \): first, we let \( y \) vary in \( 0 \leq y \leq 1 \), and then for each fixed \( y \), we restrict \( x \) to the range \( 0 \leq x \leq y^2 \). Here, the limit \( y^2 \) comes from the description of the curve \( y = \sqrt{x} \) in the form \( x = x(y) \):
\[
y = \sqrt{x} \quad \iff \quad x = y^2.
\]

Thus,
\[
D = \{ (x, y) : 0 \leq y \leq 1, \ 0 \leq x \leq y^2 \},
\]
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Figure 13.1. The region $D$

and (13.3) yields

$$\int\int_D f(x,y)\,dA = \int_0^1 \int_0^{y^2} ye^x \,dx\,dy = \int_0^1 y[e^y]_0^1 \,dy = \int_0^1 y(e^{y^2} - 1) \,dy$$

$$= \int_0^1 (e^u - 1) \left(\frac{1}{2}du\right) = \left[\frac{e^u}{2}\right]_0^1 = e - \frac{1}{2}. \quad \Box$$

Example 13.2. Evaluate the double integral

$$\int\int_D e^{y^2} \,dA,$$

where $D = \{(x,y) : 0 \leq x \leq 1, \ x \leq y \leq 1\}$.

Solution. Our initial impulse is to write

$$\int\int_D e^{y^2} \,dA = \int_0^1 \int_x^1 e^{y^2} \,dy\,dx,$$

but this approach is doomed, because the indefinite integral $\int e^{y^2} \,dy$ is not solvable in elementary functions. On the other hand, if we observe that

$$D = \{(x,y) : 0 \leq y \leq 1, \ 0 \leq x \leq y\},$$

we have

$$\int\int_D e^{y^2} \,dA = \int_0^1 \int_0^{y^2} e^{y^2} \,dx\,dy = \int_0^1 e^{y^2} \left[x\right]_0^y \,dy = \int_0^1 e^{y^2} \,dy$$

$$= \int_0^1 e^u \left(\frac{1}{2}du\right) = \left[\frac{e^u}{2}\right]_0^1 = e - \frac{1}{2}. \quad \Box$$

Example 13.3. Evaluate the double integral

$$\int\int_D 2xy \,dA,$$

where $D$ is the triangle with vertices $(0, 0)$, $(0, 3)$, and $(1, 2)$.

Solution. The sides of the triangle $D$ are the lines in the plane determined by the pairs of points $(0, 0)$ and $(0, 3)$, $(0, 0)$ and $(1, 2)$, and $(0, 3)$ and $(1, 2)$. These are the lines with equations

$$x = 0, \quad y = 2x, \quad \text{and} \quad y = 3 - x,$$

respectively (see Figure 13.2). Hence, we can express $D$ as a type I region:

$$D = \{(x,y) : 0 \leq x \leq 1, \ 2x \leq y \leq 3 - x\}.$$
Thus, the given double integral is
\[
\iint_D 2xy \, dA = \int_0^1 \int_{2x}^{3-x} 2xy \, dy \, dx = \int_0^1 x \left[ (3-x)^2 - 4x^2 \right] \, dx
\]
\[
= \int_0^1 (9x - 6x^2 - 3x^3) \, dx = \left[ \frac{9x^2}{2} - 2x^3 - \frac{3x^4}{4} \right]_0^1 = \frac{7}{4}. \quad \Box
\]

**Example 13.4.** Find the volume of the solid \( E \) in the first octant that is bounded by the cylinder \( y^2 + z^2 = 4 \) and by the plane \( x = 2y \).

**Solution.** We start by sketching the solid \( E \): Figure 13.3 shows a joint display of the parts of the cylinder \( y^2 + z^2 = 4 \) and the plane \( x = 2y \) that lie in the first octant and how they intersect and a wireframe of the solid. From these displays, we see that \( E \) is bounded from below by a triangle

\[
D \in the \ xy-plane and from above by the part of the cylinder that lies above \( D \). The triangle is the region in the \ xy-plane bounded by the \( y \)-axis, by the line \( x = 2y \), and by the line \( y = 2 \), along which the cylinder intersects the \ xy-plane. Thus, we see from Figure 13.4 that
\[
D = \{(x,y) : 0 \leq x \leq 4, \ \frac{1}{2}x \leq y \leq 2\} = \{(x,y) : 0 \leq y \leq 2, \ 0 \leq x \leq 2y\}.
\]
Since the surface of the cylinder is the graph of \( z = \sqrt{4 - y^2} \), it follows that
\[
E = \{(x, y, z) : (x, y) \in D, \ 0 \leq z \leq \sqrt{4 - y^2}\}.
\]
Hence, by Remark 3 and Fubini’s theorem,
\[
\text{vol}(E) = \iiint_D \sqrt{4 - y^2} \, dA = \int_0^4 \int_{x/2}^2 \sqrt{4 - y^2} \, dy \, dx = \int_0^2 \int_{2y}^{\sqrt{4 - y^2}} \sqrt{4 - y^2} \, dx \, dy.
\]
We shall use the latter iterated integral, because its evaluation is less technical:
\[
\text{vol}(E) = \int_0^2 \int_{2y}^{\sqrt{4 - y^2}} \sqrt{4 - y^2} \, dx \, dy = \int_0^{\pi/4} \int_0^2 \sqrt{u} \, d\sqrt{u} \, dy = \left[ u^{3/2} \right]_0^4 = \frac{16}{3}. \quad \Box
\]

**Example 13.5.** Reverse the order of integration in the iterated integral
\[
\int_0^1 \int_0^{\arctan x} f(x, y) \, dy \, dx.
\]

**First solution.** We have
\[
\int_0^1 \int_0^{\arctan x} f(x, y) \, dy \, dx = \iint_D f(x, y) \, dA,
\]
where \( D = \{(x, y) : 0 \leq x \leq 1, \ 0 \leq y \leq \arctan x\} \) is the region displayed on Figure 13.5.

\[y = \arctan x\]
\[(1, \pi/4)\]
\[(0, 0)\]
\[(1, 0)\]

**Figure 13.5.** The region \( D \)

Since
\[y = \arctan x \quad \iff \quad x = \tan y,\]
a reversal of the roles of \( x \) and \( y \) yields a representation of \( D \) as a type II region:
\[D = \{(x, y) : 0 \leq y \leq \pi/4, \ \tan y \leq x \leq 1\}.\]
Thus,
\[
\iint_D f(x, y) \, dA = \int_0^{\pi/4} \int_{\tan y}^1 f(x, y) \, dx \, dy. \quad \Box
\]

**Second solution.** We now demonstrate an alternative way for changing \( D \) into a type II set. Initially, \( D \) is described by the inequalities
\[0 \leq x \leq 1, \quad 0 \leq y \leq \arctan x.\]
Since \( \arctan x \leq \pi/4 \) for all \( x, \ 0 \leq x \leq 1 \), we can add to the above inequalities the redundant inequality \( y \leq \pi/4 \). Thus, we now have \( D \) described by
\[0 \leq x \leq 1, \quad 0 \leq y \leq \arctan x, \quad y \leq \pi/4,\]
or equivalently, by
\[0 \leq x \leq 1, \quad 0 \leq y \leq \pi/4, \quad y \leq \arctan x.\]
We observe that
\[ y \leq \arctan x \iff \tan y \leq x \iff x \geq \tan x, \]
so we can now replace the definition of \( D \) by
\[ 0 \leq x \leq 1, \quad 0 \leq y \leq \pi/4, \quad x \geq \tan y. \]
Since \( \tan y \geq 0 \) for all \( y \) in the range \( 0 \leq y < \pi/2 \), we find that the condition \( x \geq 0 \) is superfluous and can be dropped. This yields
\[ D = \{(x, y) : 0 \leq y \leq \pi/4, \tan y \leq x \leq 1\}, \]
whence
\[ \int_0^1 \int_0^{\arctan x} f(x, y) \, dy \, dx = \int_0^{\pi/4} \int_{\tan y}^1 f(x, y) \, dx \, dy. \]

**Example 13.6.** Reverse the order of integration in the iterated integral
\[ \int_0^2 \int_{x/2}^{3-x} f(x, y) \, dy \, dx. \]

*First solution.* We have
\[ \int_0^2 \int_{x/2}^{3-x} f(x, y) \, dy \, dx = \iint_D f(x, y) \, dA, \]
where \( D = \{(x, y) : 0 \leq x \leq 2, \, x/2 \leq y \leq 3 - x\} \) is the region displayed on Figure 13.6. We

![Figure 13.6. The region D](image)

can easily convert the equations of the lines to the form \( x = x(y) \) (see the figure). However, this time we have to be careful, because the function \( x = x(y) \) that bounds \( D \) from the right is neither \( x = 3 - y \) nor \( x = 2y \). The precise representation of \( D \) as a type II region is
\[ D = \{(x, y) : 0 \leq y \leq 3, \, 0 \leq x \leq g(y)\}, \]
where
\[ g(y) = \begin{cases} 2y & \text{if } 0 \leq y \leq 1, \\ 3 - y & \text{if } 1 \leq y \leq 3. \end{cases} \]
However, this function is not particularly convenient to work with. To obtain a “friendlier” answer, we split \( D \) in two using the horizontal line \( y = 1 \). Then each of the two subregions we get is bounded from the right by a single line, say:
\[ D_1 = \{(x, y) : 0 \leq y \leq 1, \, 0 \leq x \leq 2y\}, \quad D_2 = \{(x, y) : 1 \leq y \leq 3, \, 0 \leq x \leq 3 - y\}. \]
Thus,
\[ \int_0^2 \int_{x/2}^{3-x} f(x,y) \, dy \, dx = \int_0^1 \int_0^{2y} f(x,y) \, dx \, dy + \int_1^3 \int_0^{3-y} f(x,y) \, dx \, dy. \] 
\[ \square \]

**Second solution.** Initially, \( D \) is described by the inequalities
\[
0 \leq x \leq 2, \quad x/2 \leq y \leq 3 - x.
\]
On noting that \( 3 - x \leq 3 \) and \( x/2 \geq 0 \), we can add to the above inequalities the redundant condition
\[
0 \leq y \leq 3, \quad x/2 \leq y \leq 3 - x.
\]
Next, we observe that
\[
x/2 \leq y \iff x \leq 2y, \quad y \leq 3 - x \iff x \leq 3 - y,
\]
so we can further transform the definition of \( D \) to
\[
0 \leq y \leq 3, \quad 0 \leq x \leq 2, \quad x \leq 2y, \quad x \leq 3 - y,
\]
or equivalently to
\[
0 \leq y \leq 3, \quad 0 \leq x \leq \min(2, 2y, 3 - y).
\]
This is the equivalent of the description of \( D \) using \( g(y) \) in our first solution. By comparing 2, 2\( y \), and 3 – \( y \), we find that the minimum equals 2\( y \) or 3 – \( y \) according as \( y \leq 1 \) or \( y \geq 1 \). Therefore, \( D \) is the union of the region \( D_1 \) described by
\[
0 \leq y \leq 1, \quad 0 \leq x \leq 2y
\]
and the region \( D_2 \) described by
\[
1 \leq y \leq 3, \quad 0 \leq x \leq 3 - y.
\]
Thus,
\[ \int_0^2 \int_{x/2}^{3-x} f(x,y) \, dy \, dx = \int_0^1 \int_0^{2y} f(x,y) \, dx \, dy + \int_1^3 \int_0^{3-y} f(x,y) \, dx \, dy. \] 
\[ \square \]

**Exercises**

1. Evaluate the given iterated integral:
   (a) \[ \int_0^2 \int_{x/2}^{3-x} (y^2 - 3x) \, dy \, dx \]
   (b) \[ \int_1^2 \int_0^{2\sqrt{4-x^2}} \sqrt{4 - x^2} \, dy \, dx \]
   (c) \[ \int_0^1 \int_0^y \cos(x - y) \, dx \, dy \]

2. Evaluate the given double integral:
   (a) \[ \int_0^2 \int_0^{y_2} yx^2 \, dy \, dx \]
   (b) \[ \int_0^{3x \sin 2y} \int_0^{\pi} 3x \sin 2y \, dy \, dx \]
   (c) \[ \int_0^2 \int_0^{2y} \frac{2y}{x^2 + 1} \, dx \, dy \]
   (d) \[ \int_0^1 \int_0^{e^{y/2}} e^{x/y} \, dx \, dy \]
   (e) \[ \int_0^1 \int_0^{x \sin y} x \sin y \, dx \, dy \]

86
\[
(\text{f}) \int_D (x^2 + y^3) \, dA, \text{ } D \text{ is the region bounded by } y = 2x \text{ and } y = x^2
\]
\[
(\text{g}) \int_D (3x - 4y) \, dA, \text{ } D \text{ is the triangle with vertices } (1, -1), (3, 1), \text{ and } (1, 2)
\]
\[
(\text{h}) \int_D xy^2 \, dA, \text{ } D \text{ is the right half of the disk } x^2 + y^2 \leq 4
\]

3. Sketch the region of integration and reverse the order of integration:

(a) \[\int_0^1 \int_0^1 f(x, y) \, dy \, dx\]
(b) \[\int_0^2 \int_{\sqrt{4-x^2}}^{\sqrt{8-x^2}} f(x, y) \, dy \, dx\]
(c) \[\int_0^2 \int_{\sqrt{4-x^2}}^{\sqrt{8-x^2}} f(x, y) \, dy \, dx\]
(d) \[\int_0^2 \int_{2-x}^{2-y} f(x, y) \, dx \, dy\]
(e) \[\int_1^2 \int_0^\ln y f(x, y) \, dx \, dy\]
(f) \[\int_0^{\pi/2} \int_0^1 f(x, y) \, dy \, dx\]

4. Evaluate the given integral by reversing the order of integration:

(a) \[\int_0^1 \int_0^y ye^{-y^2} \, dx \, dy\]
(b) \[\int_0^8 \int_{\sqrt{x}}^{\sqrt{y}} \frac{dxdy}{x^2 + 1}\]
(c) \[\int_0^4 \int_0^{\sqrt{2}} e^{xy} \, dy \, dx\]

5. Find the volume of the solid lying below the hyperbolic paraboloid \(z = 4 + x^2 - y^2\) and above the rectangle \(R = [0, 1] \times [0, 2]\).

6. Find the volume of the solid in the first octant bounded by the cylinder \(x^2 + z^2 = 1\), the plane \(y = 3\), and the coordinate planes.

7. Find the volume of the solid lying below the plane \(4x - y + 2z = 6\) and above the region bounded by the parabola \(x = y^2 - 1\) and the right half of the circle \(x^2 + y^2 = 1\).

8. Find the volume of the solid lying below the parabolic cylinder \(z = y^2\) and above the region bounded by the parabola \(y = x^2\) and \(y = x + 2\).

9. Find the volume of the solid bounded by the cylinders \(x^2 + y^2 = 1\) and \(x^2 + z^2 = 1\).

10. Evaluate \(\int_D \sqrt{1 - x^2 - y^2} \, dA\), where \(D\) is the unit disk \(x^2 + y^2 \leq 1\), by identifying it as the volume of a solid and calculating that volume using geometric means.

11. Evaluate \(\int_D \left(x^8 \sin x + y^9 + 1\right) \, dA\), where \(D\) is the disk \(x^2 + y^2 \leq 4\).
14. Double integrals in polar coordinates

14.1. The formula.

**Theorem 14.1.** Let \( f(x, y) \) be piecewise continuous in a region \( D \) in the (Cartesian) \( xy \)-plane and let \( R \) be the same region in polar coordinates, that is,

\[
R = \{(r, \theta) : (r \cos \theta, r \sin \theta) \in D\}.
\]

Then

\[
\int\int_D f(x, y) \, dA = \int\int_R f(r \cos \theta, r \sin \theta) r \, dA.
\]  

(14.1)

The formal proof of (14.1) lies beyond the scope of these notes, but we should give at least some motivation for this formula. Let \( a, b, \alpha, \beta \) be non-negative numbers such that \( a < b \) and \( 0 \leq \alpha < \beta \leq 2\pi \). Consider the case when \( D \) is the region bounded by the circles \( x^2 + y^2 = a^2 \) and \( x^2 + y^2 = b^2 \) and by the half-lines through the origin forming angles \( \alpha \) and \( \beta \) with the positive \( x \)-axis (see Figure ??). Note that \( D \) contains the points \((x, y)\) in the plane whose polar coordinates \((r, \theta)\) satisfy the inequalities \( a \leq r \leq b \) and \( \alpha \leq \theta \leq \beta \). We recall that the area of \( D \) is given by the formula

\[
\text{area}(D) = \frac{1}{2} (\beta - \alpha) (b^2 - a^2) = (\beta - \alpha) (b - a) \left( \frac{b + a}{2} \right).
\]  

(14.2)

For each integer \( n \geq 1 \), let

\[
r_0 = a, \quad r_1 = a + h, \quad r_2 = a + 2h, \quad \ldots, \quad r_n = a + nh = b, \quad h = (b - a)/n,
\]

be the points that divide the interval \([a, b]\) into \( n \) subintervals of equal lengths; and let

\[
0_0 = \alpha, \quad 0_1 = \alpha + \delta, \quad 0_2 = \alpha + 2\delta, \quad \ldots, \quad 0_n = \alpha + n\delta = \beta, \quad \delta = (\beta - \alpha)/n,
\]

be the points that divide the interval \([\alpha, \beta]\) into \( n \) subintervals of equal lengths. We now subdivide the region \( D \) into \( n^2 \) subregions of similar shapes bounded by the circles of radii \( a, r_1, r_2, \ldots, r_{n-1}, b \) centered at the origin and the half-lines through the origin forming angles \( \alpha, 0_1, 0_2, \ldots, 0_{n-1}, \beta \) with the positive \( x \)-axis (see Figure ??). Let \( D_{ij} \) denote the subregion bounded by the circles of radii \( r_{i-1} \) and \( r_i \) and by the half-lines at angles \( 0_{j-1} \) and \( 0_j \) with the positive \( x \)-axis: in polar coordinates, \( D_{ij} \) is given by the inequalities

\[
r_{i-1} \leq r \leq r_i, \quad 0_{j-1} \leq \theta \leq 0_j.
\]

We now pick a sample point \((x_{ij}^*, y_{ij}^*)\) in each subregion \( D_{ij} \); we choose \((x_{ij}^*, y_{ij}^*)\) to be the point in

\[\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{double_integrals.png}
\caption{Double integrals in polar coordinates}
\end{figure}\]
the plane whose polar coordinates are \( r_i^* = (r_{i-1} + r_i)/2 \) and \( \theta_j^* = (0_{j-1} + 0_j)/2 \). Using the subregions \( D_{ij} \) and the sample points \((x_{ij}^*, y_{ij}^*)\), we form the sum

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} f(x_{ij}^*, y_{ij}^*)|D_{ij}|, \quad |D_{ij}| = \text{area}(D_{ij}).
\]

Note that this sum bears a strong resemblance to a Riemann sum for \( f(x, y) \). Indeed, it can be proved that if \( f(x, y) \) is continuous, then

\[
\int\int_D f(x, y) \, dA = \lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} f(x_{ij}^*, y_{ij}^*)|D_{ij}|.
\]

We now express the double sum in (14.3) in terms of the \( r_i^* \)'s and the \( \theta_j^* \)'s. By (14.2) with \( a = r_{i-1} \), \( b = r_i \), \( \alpha = 0_{j-1} \) and \( \beta = 0_j \), we have

\[
|D_{ij}| = (\theta_j - \theta_{j-1})(r_i - r_{i-1}) \left( \frac{r_i + r_{i-1}}{2} \right) = \delta h r_i^*.
\]

Furthermore, since the polar coordinates of \((x_{ij}^*, y_{ij}^*)\) are \((r_i^*, \theta_j^*)\), we have

\[
x_{ij}^* = r_i^* \cos \theta_j^*, \quad y_{ij}^* = r_i^* \sin \theta_j^*,
\]

whence \( f(x_{ij}^*, y_{ij}^*) = f(r_i^* \cos \theta_j^*, r_i^* \sin \theta_j^*) \). Therefore,

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} f(x_{ij}^*, y_{ij}^*)|D_{ij}| = \sum_{i=1}^{n} \sum_{j=1}^{n} f(r_i^* \cos \theta_j^*, r_i^* \sin \theta_j^*) r_i^* \delta h.
\]

Substituting this expression into the right side of (14.3), we obtain

\[
\int\int_D f(x, y) \, dA = \lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} f(r_i^* \cos \theta_j^*, r_i^* \sin \theta_j^*) r_i^* \delta h. \tag{14.4}
\]

The double sum on the right side of (14.4) is a Riemann sum for the function \( f(r \cos \theta, r \sin \theta) \) on the rectangle \( R = [a, b] \times [\alpha, \beta] \) when the sample points \((r_i^*, 0_j^*)\) are always chosen at the centers of the subrectangles (see Figure ??). Hence,

\[
\lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} f(r_i^* \cos \theta_j^*, r_i^* \sin \theta_j^*) r_i^* \delta h = \int\int_R f(r \cos \theta, r \sin \theta) \, r \, dA.
\]

The latter equality and (14.4) justify the (14.1) in the special case when \( D \) is a sector of the above kind.

### 14.2. Examples.

**Example 14.1.** Evaluate the integral

\[
\int\int_D (x + y) \, dA,
\]

where \( D \) is the region lying between the circles \( x^2 + y^2 = 1 \) and \( x^2 + y^2 = 4 \) and to the left of the \( y \)-axis.
Solution. The polar form of $D$ is
$$R = \{(r, 0) : 1 \leq r \leq 2, \; \pi/2 \leq 0 \leq 3\pi/2\}.$$

Hence,
$$\int\int_D (x + y) \, dA = \int\int_R (r \cos \theta + r \sin \theta) \, r \, dr \, d\theta = \int_1^2 \left[ \int_{\pi/2}^{3\pi/2} (r^2 \cos \theta + r^2 \sin \theta) \, d\theta \right] dr = \int_1^2 r^2 \left[ \sin \theta - \cos \theta \right]_{\pi/2}^{3\pi/2} \, dr = -2 \int_1^2 r^2 \, dr = -\frac{14}{3}. \quad \square$$

Example 14.2. Find the area enclosed by the curve $r = 4 + 3 \cos \theta$.

Solution. Since $4 + 3 \cos \theta \geq 1$ for all $\theta$, the given curve “loops” around the origin, enclosing the region (see Figure 14.1)
$$R = \{(r, 0) : 0 \leq 0 \leq 2\pi, \; 0 \leq r \leq 4 + 3 \cos \theta\}.$$

If $D$ is the region $R$ in Cartesian coordinates, then we know from Property 4 in Theorem 13.1 that its area is
$$|D| = \int\int_D 1 \, dA.$$

Hence, by (14.1),
$$|D| = \int\int_D 1 \, dA = \int\int_R r \, dr \, d\theta = \int_0^{2\pi} \left[ \int_0^{4 + 3 \cos \theta} r \, dr \right] d\theta = \frac{1}{2} \int_0^{2\pi} (4 + 3 \cos \theta)^2 \, d\theta = \frac{1}{2} \int_0^{2\pi} (16 + 24 \cos \theta + 9 \cos^2 \theta) \, d\theta = \int_0^{2\pi} \left[ 8 + 12 \cos \theta + \frac{9}{4}(1 + \cos 2\theta) \right] d\theta = \left[ \frac{410}{4} + 12 \sin \theta + \frac{9}{8} \sin 2\theta \right]_0^{2\pi} = \frac{41\pi}{2}. \quad \square$$

Example 14.3. Find the volume of the solid that lies inside the sphere $x^2 + y^2 + z^2 = 16$ and outside the cylinder $x^2 + y^2 = 4$.

Solution. The given solid is symmetric with respect to the $xy$-plane, so it is twice as large as the solid $E$ that lies inside the sphere, outside the cylinder, and above the $xy$-plane (see Figure 14.2). This solid is the part of the space between the upper hemisphere and the annular region $D$ in the $xy$-plane bound by the sphere and the cylinder:
$$D = \{(x, y) : 4 \leq x^2 + y^2 \leq 16\}.$$
Since the upper hemisphere of \( x^2 + y^2 + z^2 = 16 \) can be described as the graph of the function 
\[ z = \sqrt{16 - x^2 - y^2}, \]
we can express \( E \) as
\[ E = \{ (x, y, z) : (x, y, z) \in D, 0 \leq z \leq \sqrt{16 - x^2 - y^2} \}. \]

Hence, 
\[ \text{vol}(E) = \iint_D \sqrt{16 - x^2 - y^2} \, dA. \]

The polar form of \( D \) is 
\[ R = \{ (r, \theta) : 2 \leq r \leq 4, \ 0 \leq \theta \leq 2\pi \}, \]
and
\[ \sqrt{16 - (r \cos 0)^2 - (r \sin 0)^2} = \sqrt{16 - r^2 (\cos^2 0 + \sin^2 0)} = \sqrt{16 - r^2}. \]

Hence, (14.1) yields
\[ \text{vol}(E) = \iint_D \sqrt{16 - x^2 - y^2} \, dA = \iint_R r \sqrt{16 - r^2} \, dA \]
\[ = \int_2^4 \left[ \int_0^{2\pi} r \sqrt{16 - r^2} \, d\theta \right] \, dr = 2\pi \int_2^4 r \sqrt{16 - r^2} \, dr. \]

We evaluate the last integral using the substitution \( u = 16 - r^2 \). Then 
\[ du = -2r \, dr, \quad u(2) = 12, \quad u(4) = 0, \]
so
\[ \text{vol}(E) = 2\pi \int_0^{12} u^{1/2} \left( -\frac{1}{2} du \right) = \pi \int_0^{12} u^{1/2} \, du = \left[ \frac{2\pi}{3} u^{3/2} \right]_0^{12} = 16 \sqrt{3} \pi. \]

Thus, the volume of the original solid is \( 32 \sqrt{3} \pi. \)

Exercises

1. Evaluate the given integral by changing to polar coordinates:
   \( a \) \[ \iint_D (x + 3y) \, dA, \ D \text{ is the disk } x^2 + y^2 \leq 4 \]
   \( b \) \[ \iint_D e^{x^2+y^2} \, dA, \ D \text{ is the right half of the disk } x^2 + y^2 \leq 1 \]
   \( c \) \[ \iint_D \sqrt{16 - x^2 - y^2} \, dA, \ D \text{ is the part of the annulus } 1 \leq x^2 + y^2 \leq 9 \text{ lying in the first quadrant} \]

\[ \text{Figure 14.2. The solid } E \]
(d) \[ \iint_D \frac{xy}{4 + x^2 + y^2} \, dA, \]  
\( D \) is the part of the disk \( x^2 + y^2 \leq 9 \) lying below the line \( y = x \) and above the \( x \)-axis.

2. Find the volume of the solid enclosed by the paraboloid \( z = 4 - x^2 - y^2 \) and the \( xy \)-plane.

3. Find the volume of the solid enclosed by the cone \( z^2 = x^2 + y^2 \) and the plane \( z = 3 \).

4. Find the volume of the solid lying inside both the cylinder \( y^2 + z^2 = 4 \) and the sphere \( x^2 + y^2 + z^2 = 9 \).

5. Find the volume lying above the paraboloid \( z = \frac{1}{2} (x^2 + y^2) \) and inside the ellipsoid \( x^2 + y^2 + 4z^2 = 2 \).

6. Find the volume lying below the hemisphere \( z = \sqrt{9 - x^2 - y^2} \) and above the region \( D \) in the \( xy \)-plane where \( x^2 + y^2 \leq 2x \).

7. Find the volume of the solid lying inside all three cylinders \( x^2 + y^2 = 1, \ x^2 + z^2 = 1, \) and \( y^2 + z^2 = 1 \).
15. Triple integrals

15.1. Definition. Let \( f(x, y, z) \) be a bounded function on the rectangular box \( B \),
\[
[a_1, b_1] \times [a_2, b_2] \times [a_3, b_3] = \{(x, y, z) : a_1 \leq x \leq b_1, \ a_2 \leq y \leq b_2, \ a_3 \leq z \leq b_3 \}.
\]
For each \( n \geq 1 \), let
\[
x_0 = a_1, \quad x_1 = a_1 + \Delta x, \quad x_2 = a_1 + 2\Delta x, \ \ldots, \quad x_n = a_1 + n\Delta x = b_1, \quad \Delta x = (b_1 - a_1)/n,
\]
be the points that divide the interval \([a_1, b_1]\) into \( n \) subintervals of equal lengths; let
\[
y_0 = a_2, \quad y_1 = a_2 + \Delta y, \quad y_2 = a_2 + 2\Delta y, \ \ldots, \quad y_n = a_2 + n\Delta y = b_2, \quad \Delta y = (b_2 - a_2)/n,
\]
be the points that divide the interval \([a_2, b_2]\) into \( n \) subintervals of equal lengths; and let
\[
z_0 = a_3, \quad z_1 = a_3 + \Delta z, \quad z_2 = a_3 + 2\Delta z, \ \ldots, \quad z_n = a_3 + n\Delta z = b_3, \quad \Delta z = (b_3 - a_3)/n,
\]
be the points that divide the interval \([a_3, b_3]\) into \( n \) subintervals of equal lengths. Also, pick \( n^3 \) sample points \((x_i^*, y_j^*, z_k^*)\) so that
\[
x_{i-1} \leq x_i^* \leq x_i, \quad y_{j-1} \leq y_j^* \leq y_j, \quad z_{k-1} \leq z_k^* \leq z_k \quad (1 \leq i, j, k \leq n).
\]
Then the triple integral of \( f \) over \( B \) is defined by
\[
\iiint_B f(x, y, z) \, dV = \lim_{n \to \infty} \sum_{i=1}^n \sum_{j=1}^n \sum_{k=1}^n f(x_i^*, y_j^*, z_k^*) \Delta V, \quad \Delta V = \Delta x \Delta y \Delta z, \quad (15.1)
\]
provided that the limit exists. The sums on the right side of (15.1) are called Riemann sums of \( f \) on \( B \).

More generally, if \( E \) is a region in \( \mathbb{R}^3 \) bounded by a piecewise smooth surface \( \Sigma \) and \( f \) is a piecewise continuous function on \( E \), we define the triple integral of \( f \) over \( E \) as
\[
\iiint_E f(x, y, z) \, dV = \iiint_B F(x, y, z) \, dV,
\]
where \( B \) is any rectangular box containing \( E \) and \( F \) is the function
\[
F(x, y, z) = \begin{cases} f(x, y, z) & \text{if } (x, y, z) \in E, \\ 0 & \text{otherwise.} \end{cases}
\]

Remark. As in the cases of definite and double integrals, the above definitions define the triple integral for all piecewise continuous functions over solids bounded by piecewise smooth surfaces. Furthermore, similarly to the definite and double integrals, the triple integral of a function is related to its average in the region of integration:
\[
\text{average } f(x, y, z) = \frac{1}{\text{vol}(E)} \iiint_E f(x, y, z) \, dV.
\]

15.2. Properties of the triple integral. The following theorem lists the three-dimensional versions of the properties of integrals from Theorem 13.1.

Theorem 15.1. Let \( f(x, y, z), g(x, y, z) \) be piecewise continuous functions and \( a, b \) denote constants. Then
\[
1. \quad \iiint_E [af(x, y, z) + bg(x, y, z)] \, dV = a \iiint_E f(x, y, z) \, dV + b \iiint_E g(x, y, z) \, dV.
\]
2. If \( f(x, y, z) \leq g(x, y, z) \), then
\[
\int\int\int_E f(x, y, z) \, dV \leq \int\int\int_E g(x, y, z) \, dV.
\]

3. If \( E = E_1 \cup E_2 \), \( E_1 \cap E_2 = \emptyset \), then
\[
\int\int\int_E f(x, y, z) \, dV = \int\int\int_{E_1} f(x, y, z) \, dV + \int\int\int_{E_2} f(x, y, z) \, dV.
\]

4. \( \int\int\int_{E_1} 1 \, dV = \text{vol}(E) \).

There is also a three-dimensional version of Fubini’s theorem, which we shall use to evaluate triple integrals. Before stating it, we need to introduce some terminology. We say that a region \( E \) in \( \mathbb{R}^3 \) is of type I, if it can be written in the form
\[
E = \{(x, y, z) : (x, y) \in D, \ u_1(x, y) \leq z \leq u_2(x, y)\}
\]
for some region \( D \) in the xy-plane and some continuous functions \( u_1 \) and \( u_2 \) on \( D \). We say that \( E \) is a type II region, if it can be written in the form
\[
E = \{(x, y, z) : (y, z) \in D, \ u_1(y, z) \leq x \leq u_2(y, z)\}
\]
for some region \( D \) in the yz-plane. We say that \( E \) is a type III region, if it can be written in the form
\[
E = \{(x, y, z) : (x, z) \in D, \ u_1(x, z) \leq y \leq u_2(x, z)\}
\]
for some region \( D \) in the xz-plane.

**Theorem 15.2.** Let \( f(x, y, z) \) be piecewise continuous functions in a region \( E \) in \( \mathbb{R}^3 \). Then

i) if \( E \) is of type I, then
\[
\int\int\int_E f(x, y, z) \, dV = \int_D \left[ \int_{u_1(x,y)}^{u_2(x,y)} f(x, y, z) \, dz \right] \, dA; \tag{15.3}
\]

ii) if \( E \) is of type II, then
\[
\int\int\int_E f(x, y, z) \, dV = \int_D \left[ \int_{u_1(y,z)}^{u_2(y,z)} f(x, y, z) \, dx \right] \, dA; \tag{15.4}
\]

iii) if \( E \) is of type III, then
\[
\int\int\int_E f(x, y, z) \, dV = \int_D \left[ \int_{u_1(x,z)}^{u_2(x,z)} f(x, y, z) \, dy \right] \, dA. \tag{15.5}
\]

15.3. Evaluation of triple integrals.

**Example 15.1.** Evaluate the triple integral
\[
\int\int\int_E yz \cos(x^5) \, dV,
\]
where \( E = \{(x, y, z) : 0 \leq x \leq 1, \ 0 \leq y \leq x, \ x \leq z \leq 2x\} \).
Solution. Let \( D = \{(x, y) : 0 \leq x \leq 1, \ 0 \leq y \leq x\} \). By (15.3),
\[
\iiint_E yz \cos(x^2) \, dV = \iiint_D \left[ \int_x^2 yz \cos(x^2) \, dz \right] \, dA
\]
\[
= \frac{1}{2} \int_D y \cos(x^2) \left[(2x)^2 - x^2\right] \, dA = \frac{3}{2} \int_D yx^2 \cos(x^2) \, dA
\]
\[
= \frac{3}{2} \int_0^1 \left[ \int_0^x yx^2 \cos(x^2) \, dy \right] \, dx = \frac{3}{4} \int_0^1 x^4 \cos(x^2) \, dx
\]
\[
= \frac{3}{20} \int_0^1 \cos u \, du = \frac{3}{20} \left[ \sin u \right]_0^1 = \frac{3}{20} \sin 1 \approx 0.126. \quad \square
\]

Example 15.2. Evaluate the triple integral
\[
\iiint_E \sqrt{x^2 + z^2} \, dV,
\]
where \( E \) is the solid bounded by the paraboloid \( y = x^2 + z^2 \) and the plane \( y = 4 \).

Solution. We can write \( E \) as a type III region:
\[
E = \{(x, y, z) : x^2 + z^2 \leq 4, \ x^2 + z^2 \leq y \leq 4\}.
\]
Hence, by (15.5),
\[
\iiint_E \sqrt{x^2 + z^2} \, dV = \iiint_{x^2+z^2\leq4} \left[ \int_{x^2+z^2}^{y^2} \sqrt{x^2 + z^2} \, dy \right] \, dA = \iiint_{x^2+z^2\leq4} (4 - x^2 - z^2) \sqrt{x^2 + z^2} \, dA.
\]
We can easily compute the last integral by changing to polar coordinates in the \( xz \)-plane:
\[
\int_{x^2+z^2\leq4} (4 - x^2 - z^2) \sqrt{x^2 + z^2} \, dA = \int_{0\leq r \leq 2} \int_0^{2\pi} (4 - r^2) r^2 \, r \, dr \, d\theta = 2\pi \int_0^2 (4r^2 - r^4) \, dr = 2\pi \left[ \frac{4r^3}{3} - \frac{r^5}{5} \right]_0^2 = \frac{128\pi}{15}. \quad \square
\]

Example 15.3. Compute the volume of the solid \( T \) described by the inequalities
\[
x \geq 0, \quad z \geq 0, \quad y \geq 2x, \quad x + 2y + 2z \leq 2.
\]

Solution. In fact, \( T \) is the tetrahedron with vertices (0, 0, 0), (0, 1, 0), (0, 0, 1), and \((\frac{2}{3}, \frac{4}{3}, 0)\), but we shall ignore this fact and make a point of using triple integrals and inequalities. By solving the inequality \( x + 2y + 2z \leq 2 \) for \( z \), we can rewrite the definition of \( T \) as
\[
x \geq 0, \quad y \geq 2x, \quad 0 \leq z \leq 1 - x/2 - y. \quad (15.6)
\]
Note that the implicit in the inequality for \( z \) is the condition
\[
1 - x/2 - y \geq 0 \quad \iff \quad y \leq 1 - x/2.
\]
Adding the latter inequality to those in (15.6), we get
\[
x \geq 0, \quad 2x \leq y \leq 1 - x/2, \quad 0 \leq z \leq 1 - x/2 - y
\]
We now note that the condition \( x \leq \frac{2}{5} \) is implicit in the inequalities for \( y \). Making this condition explicit, we finally have \( T \) described as a type I set:

\[
T = \left\{ (x,y,z) : 0 \leq x \leq \frac{2}{5}, 2x \leq y \leq 1 - x/2, 0 \leq z \leq 1 - x/2 - y \right\}.
\]

We can now compute the volume of \( T \):

\[
\text{vol}(E) = \iiint_T 1 \, dV = \int_0^{2/5} \int_{2x}^{1-x/2} \int_0^{1-x/2-y} 1 \, dz \, dy \, dx
\]

\[
= \int_0^{2/5} \int_{2x}^{1-x/2} (1 - x/2 - y) \, dy \, dx = \int_0^{2/5} \left[ (1 - x/2)y - \frac{1}{2}y^2 \right]_{2x}^{1-x/2} \, dx
\]

\[
= \int_0^{2/5} \left( (1 - x/2)^2 - \frac{1}{2}(1 - x/2)^2 - 2x(1 - x/2) + 2x^2 \right) \, dx
\]

\[
= \int_0^{2/5} \left( \frac{1}{2} - \frac{5}{2}x + \frac{25}{8}x^2 \right) \, dx = \int_0^1 \left( \frac{1}{2} - u + \frac{1}{2}u^2 \right) \left( \frac{2}{5} du \right) = \frac{1}{15}.
\]

\[\square\]

Exercises

1. Evaluate the given iterated integral:

(a) \( \int_0^1 \int_0^1 \int_{x+y}^{x+y+1} 6xyz \, dz \, dy \, dx \)

(b) \( \int_0^2 \int_0^2 \int_0^{4e^{-x}} 4e^{-x} \, dxdydz \)

2. Evaluate the given triple integral:

(a) \( \iiint_E (2x^2 + 3y + 2z) \, dV, \ E = \left\{ (x,y,z) : 0 \leq x \leq 1, 0 \leq y \leq x, y \leq z \leq 2y \right\} \)

(b) \( \iiint_E e^{-x} \, dV, \ E = \left\{ (x,y,z) : 1 \leq z \leq 2, 0 \leq x \leq 1/2, 0 \leq y \leq xz \right\} \)

(c) \( \iiint_E xy \, dV, \ E \) lies below the plane \( z = x + y + 2 \) and above the right half of the disk \( x^2 + y^2 \leq 4 \)

(d) \( \iiint_E 4xz \, dV, \ E \) is the tetrahedron bounded by the plane \( 3x + 2y + z = 6 \) and the coordinate planes

(e) \( \iiint_E x \cos z \, dV, \ E \) is the solid bounded by the cylinder \( y = x^2 \) and the planes \( z = 0, y = 0, z = y, x = 1 \)

(f) \( \iiint_E y(x^2 + z^2) \, dV, \ E \) is the solid bounded by the cylinder \( x^2 + z^2 = 2 \) and the planes \( y = 1 \) and \( y = 3 \)

3. Use a triple integral to find the volume of the solid bounded by the cylinder \( 2y = x^2 \) and the planes \( z = -1, z = \frac{1}{3}x, \) and \( y = 2. \)
16. Triple integrals in cylindrical and spherical coordinates


**Theorem 16.1.** Let \( f(x, y, z) \) be piecewise continuous in a region \( E \) in (Cartesian) space and let \( R \) be the same region in cylindrical coordinates, that is,
\[
R = \{(r, 0, z) : (r \cos 0, r \sin 0, z) \in E\}.
\]
Then
\[
\int\int\int_E f(x, y, z) \, dV = \int\int\int_R f(r \cos 0, r \sin 0, z) r \, dV.
\] (16.1)

The target applications of this theorem are triple integrals over type I regions
\[
E = \{(x, y, z) : (x, y) \in D, \ u_1(x, y) \leq z \leq u_2(x, y)\},
\]
where \( D \) is a two-dimensional region with a simple polar form. In such situations, we can appeal to (15.3) to get
\[
\int\int\int_E f(x, y, z) \, dV = \int\int_D \left[ \int_{u_1(x, y)}^{u_2(x, y)} f(x, y, z) \, dz \right] \, dA.
\]
Then, after evaluating the integral over \( z \), we can try to evaluate the resulting double integral using polar coordinates in the \( xy \)-plane. What Theorem 16.1 does is change coordinates in the \( xy \)-plane from Cartesian to polar before the integration over \( z \) has been performed.

**Example 16.1.** Find the volume of the solid that lies within the cylinder \( x^2 + y^2 = 4 \) and the sphere \( x^2 + y^2 + z^2 = 9 \).

**Solution.** The given solid is symmetric with respect to the \( xy \)-plane, so its volume is twice as large as that of the solid \( E \) that lies within the cylinder, below the sphere, and above the \( xy \)-plane (see Figure 16.1). Since the upper hemisphere is the graph of the function \( z = \sqrt{9 - x^2 - y^2} \), we can write \( E \) as a type I region:
\[
E = \{(x, y, z) : x^2 + y^2 \leq 4, \ 0 \leq z \leq \sqrt{9 - x^2 - y^2}\}.
\]

![Figure 16.1. The solid E](image)

The cylindrical coordinates description of the solid is
\[
R = \{(r, 0, z) : 0 \leq r \leq 2, \ 0 \leq z \leq \sqrt{9 - r^2}\}.
\]
Therefore, by (16.1),

$$\text{vol}(E) = \iiint_{E} 1 \, dV = \iiint_{R} r \, dV = \int_{D} \left[ \int_{0}^{\sqrt{9-r^2}} r \, dz \right] \, dA = \int_{D} \sqrt{9-r^2} \, dA,$$

where $D$ is the polar rectangle (that is, a disk) $D = [0, 2] \times [0, 2\pi]$. Applying Fubini’s theorem, we get

$$\int_{D} \sqrt{9-r^2} \, dA = \int_{0}^{2} \int_{0}^{2\pi} r \sqrt{9-r^2} \, d\theta \, dr = \int_{0}^{2} 2\pi r \sqrt{9-r^2} \, dr.$$

We now make a substitution $u = 9 - r^2$. We have

$$du = -2r \, dr, \quad u(0) = 9, \quad u(2) = 5,$$

so the volume of $E$ is

$$\int_{0}^{2} 2\pi r \sqrt{9-r^2} \, dr = \int_{9}^{5} \pi u^{1/2} (-du) = \left[ \frac{\pi u^{3/2}}{3/2} \right]_{9}^{5} = \frac{2\pi (27 - 5 \sqrt{5})}{3} \approx 33.133.$$

Thus, the volume of the original solid is $\approx 66.265$. \hfill \Box

**Example 16.2.** Evaluate

$$\iiint_{B} \sqrt{x^2 + y^2} \, dV,$$

where $B$ is the ball $x^2 + y^2 + z^2 \leq 4$.

**Solution.** In cylindrical coordinates, the ball is

$$R = \{(r, 0, z) : r^2 + z^2 \leq 4\}
= \{(r, 0, z) : 0 \leq r \leq 2, -\sqrt{4-r^2} \leq z \leq \sqrt{4-r^2}\}.$$

Thus, by (16.1) and (15.3),

$$\iiint_{B} \sqrt{x^2 + y^2} \, dV = \iiint_{R} r \, dV = \int_{D} \left[ \int_{-\sqrt{4-r^2}}^{\sqrt{4-r^2}} r \, dz \right] \, dA = \int_{D} 2r^2 \sqrt{4-r^2} \, dA
= \int_{0}^{2} \int_{0}^{2\pi} 2r^2 \sqrt{4-r^2} \, d\theta \, dr = 2\pi \int_{0}^{2} 2r^2 \sqrt{4-r^2} \, dr.$$

We now substitute $r = 2 \sin t$. Since

$$\sqrt{4-r^2} = \sqrt{4 - 4 \sin^2 t} = 2 \cos t, \quad dr = (2 \cos t) dt, \quad t(0) = 0, \quad t(2) = \pi/2,$$

we get

$$2\pi \int_{0}^{2} 2r^2 \sqrt{4-r^2} \, dr = 4\pi \int_{0}^{\pi/2} (2 \sin t)^2 (2 \cos t) (2 \cos t) dt
= 16\pi \int_{0}^{\pi/2} (2 \sin t \cos t)^2 dt = 16\pi \int_{0}^{\pi/2} (\sin 2t)^2 dt
= 8\pi \int_{0}^{\pi/2} (1 - \cos 4t) dt = 8\pi \left[ t - \frac{1}{4} \sin 4t \right]_{0}^{\pi/2} = 4\pi^2. \hfill \Box$$
16.2. **Triple integrals in spherical coordinates.**

**Theorem 16.2.** Let \( f(x, y, z) \) be piecewise continuous in a region \( E \) in (Cartesian) space and let \( R \) be the same region in spherical coordinates, that is,

\[
R = \{(\rho, \theta, \phi) : (\rho \cos \theta \sin \phi, \rho \sin \theta \sin \phi, \rho \cos \phi) \in E \}.
\]

Then

\[
\iiint_E f(x, y, z) \, dV = \iiint_R f(\rho \cos \theta \sin \phi, \rho \sin \theta \sin \phi, \rho \cos \phi) \rho^2 \sin \phi \, dV.
\] (16.2)

**Example 16.3.** Evaluate

\[
\iiint_B \sqrt{x^2 + y^2 + z^2} e^{-x^2 - y^2 - z^2} \, dV,
\]

where \( B \) is the ball \( x^2 + y^2 + z^2 \leq a^2 \).

**Solution.** In spherical coordinates, \( x^2 + y^2 + z^2 = \rho^2 \) and

\[
B = \{(\rho, 0, \phi) : \rho \leq a\} = [0, a] \times [0, 2\pi] \times [0, \pi],
\]

so (16.2) yields

\[
\iiint_B \sqrt{x^2 + y^2 + z^2} e^{-x^2 - y^2 - z^2} \, dV = \int_0^a \int_0^{2\pi} \int_0^\pi \rho e^{-\rho^2} \rho^2 \sin \phi \, d\phi d\theta d\rho
\]

\[
= \int_0^a \int_0^{2\pi} \rho^3 e^{-\rho^2} \left[-\cos \phi\right]_0^\pi \, d\theta d\rho
\]

\[
= \int_0^a \int_0^{2\pi} 2\rho^3 e^{-\rho^2} \, d\theta d\rho = 4\pi \int_0^a \rho^3 e^{-\rho^2} \, d\rho.
\]

We substitute \( u = \rho^2 \) in the integral over \( \rho \) and get

\[
\iiint_B \sqrt{x^2 + y^2 + z^2} e^{-x^2 - y^2 - z^2} \, dV = 2\pi \int_0^a u e^{-u} \, du = 2\pi \int_0^a u \, d(-e^{-u})
\]

\[
= \left[-2\pi u e^{-u}\right]_0^a + 2\pi \int_0^a e^{-u} \, du = 2\pi \left(1 - e^{-a^2} - a^2 e^{-a^2}\right).
\]

**Example 16.4.** Evaluate

\[
\iiint_E y^2 z \, dV,
\]

where \( E \) is the solid that lies between the spheres \( \rho = 1 \) and \( \rho = 2 \) and below the cone \( \phi = \pi/4 \).

**Solution.** In spherical coordinates, the conditions describing \( E \) can be expresses as

\[
1 \leq \rho \leq 2, \quad \pi/4 \leq \phi \leq \pi.
\]
so in spherical coordinates $E$ is the rectangular box $[1, 2] \times [0, 2\pi] \times [\pi/4, \pi]$. Then, by (16.2),

\[
\iiint_E y^2 z \, dV = \int_1^2 \int_0^{2\pi} \int_{\pi/4}^\pi (\rho \sin \phi \sin \theta)^2 (\rho \cos \phi \rho^2 \sin \phi \, d\phi \, d\theta \, d\rho
\]

\[
= \int_0^{2\pi} \int_0^{\pi/4} \sin^3 \phi \cos \phi \sin^2 \theta \int_1^2 \rho^5 \, d\rho \, d\phi \, d\theta
\]

\[
= \frac{21}{2} \int_0^{2\pi} \left[ \sin^2 \theta \int_{\pi/4}^\pi \sin^3 \phi \cos \phi \, d\phi \right] \, d\theta.
\]

We substitute $u = \sin \phi$ in the integral over $\phi$ and get

\[
\int_{\pi/4}^\pi \sin^3 \phi \cos \phi \, d\phi = \int_0^1 u^3 \, du = -\left[ \frac{u^4}{4} \right]_0^{1/\sqrt{2}} = -\frac{1}{16}.
\]

Hence,

\[
\iiint_E y^2 z \, dV = -\frac{21}{32} \int_0^{2\pi} \sin^2 \theta \, d\theta = -\frac{21}{64} \int_0^{2\pi} (1 - \cos 2\theta) \, d\theta = -\frac{21\pi}{32}.
\]

\[\square\]

**Example 16.5.** Find the volume of the solid $E$ that lies inside the sphere $x^2 + y^2 + z^2 = 4$, above the $xy$-plane, and below the cone $z = \sqrt{x^2 + y^2}$.

**Solution.** We first derive the spherical description of $E$. In Cartesian coordinates, the solid is defined by the inequalities

\[
x^2 + y^2 + z^2 \leq 4, \quad 0 \leq z \leq \sqrt{x^2 + y^2}.
\]

In spherical coordinates, these become

\[
\rho^2 \leq 4, \quad 0 \leq \rho \cos \phi \leq \rho \sin \phi,
\]

or equivalently,

\[
0 \leq \rho \leq 2, \quad 0 \leq \cos \phi \leq \sin \phi.
\]

The conditions on $\phi$ restrict it to the range $\pi/4 \leq \phi \leq \pi/2$, so the spherical description of $E$ is $[0, 2] \times [0, 2\pi] \times [\pi/4, \pi/2]$. The solid is displayed at Figure 16.2. We now use Theorem 15.1 to express the volume of $E$ as a triple integral and then appeal to (16.2) to convert the triple integral

\[\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{solidE.png}
\caption{The solid $E$}
\end{figure}\]
to spherical coordinates. We obtain

$$\text{vol}(E) = \iiint_E 1 \, dV = \int_{\pi/4}^{\pi/2} \int_0^{2\pi} \int_0^\rho \rho^2 \sin \phi \, d\rho d\theta d\phi$$

$$= \frac{8}{3} \int_{\pi/4}^{\pi/2} \sin \phi \, d\phi = \frac{16\pi}{3} \int_{\pi/4}^{\pi/2} \sin \phi \, d\phi$$

$$= \frac{16\pi}{3} \left[ -\cos \phi \right]_{\pi/4}^{\pi/2} = 8\sqrt{2}\pi/3.$$ \[ \square \]

**Exercises**

1. Evaluate the given integral by changing to cylindrical coordinates:

   (a) \( \iiint_E \sqrt{x^2 + y^2} \, dV \), \( E \) is bounded by the \( xy \)-plane, the cylinder \( x^2 + y^2 = 1 \), and by the paraboloid \( z = 4 - x^2 - y^2 \)

   (b) \( \iiint_E y \, dV \), \( E \) lies to the right of the \( xz \)-plane and is bounded by the cylinders \( x^2 + y^2 = 1 \) and \( x^2 + y^2 = 9 \) and by the planes \( z = 1 \) and \( z = 4 + x \)

   (c) \( \iiint_E 1 \, dV \), \( E \) is the smaller solid bounded by the plane \( z = 1 \) and the sphere \( x^2 + y^2 + z^2 = 2 \)

2. Evaluate the given integral by changing to spherical coordinates:

   (a) \( \iiint_E \sqrt{x^2 + y^2} \, dV \), \( E \) lies above the \( xy \)-plane and within the sphere \( x^2 + y^2 + z^2 = 4 \)

   (b) \( \iiint_E xz \, dV \), \( E \) lies between the spheres \( x^2 + y^2 + z^2 = a^2 \) and \( x^2 + y^2 + z^2 = 2a^2 \) in the first octant

   (c) \( \iiint_E 1 \, dV \), \( E \) lies above the cone \( z^2 = x^2 + y^2 \) and below the sphere \( x^2 + y^2 + (z - 2)^2 = 4 \)

   (d) \( \iiint_E (xy + z) \, dV \), \( E \) lies above the cone \( z = \sqrt{x^2 + y^2} \) and below the sphere \( x^2 + y^2 + z^2 = 4 \)

3. Evaluate the given iterated integral by changing to cylindrical or spherical coordinates:

   (a) \( \int_0^1 \int_0^{\sqrt{1-x^2}} \int_0^{\sqrt{2-x^2-y^2}} (x^2 + y^2)^{3/2} \, dz \, dx \) \( \text{ } \) (b) \( \int_0^2 \int_0^{\sqrt{4-z^2}} \int_0^{\sqrt{4-x^2-z^2}} z \, dz \, dx \)

   \( \text{ } \) (c) \( \int_0^2 \int_0^{\sqrt{4-z^2}} \int_0^{\sqrt{4-x^2-y^2}} xy \, dz \, dx \)

4. Use a triple integral to find the volume of the given solid:

   (a) the solid bounded by the paraboloid \( y = -x^2 - z^2 \) and the plane \( y = -9 \)

   (b) the smaller solid bounded by the plane \( z = 1 \) and the sphere \( x^2 + y^2 + z^2 = 2 \)

   (c) the solid above the cone \( \phi = \pi/6 \) and below the sphere \( \rho = 4 \cos \phi \)
17. Applications of Double and Triple Integrals

We have already seen one application of the double and triple integrals: both can be used to compute volumes of solids. In this lecture, we describe some other applications.

17.1. Surface area. Let \( \Sigma \) be a smooth parametric surface, given by

\[
\mathbf{r}(u, v) = x(u, v)\mathbf{e}_1 + y(u, v)\mathbf{e}_2 + z(u, v)\mathbf{e}_3 \quad (u, v) \in D).
\]

We can use a double integral to calculate the surface area of \( \Sigma \). However, we first should define what “surface area” is. For that, we draw inspiration from the definition of arc length in §5.6.

For simplicity, we shall assume that \( D \) is a rectangle in the uv-plane, say: \( [a, b] \times [c, d] \). We can treat the general case similarly, but there are more technical details to pay attention to and little extra insight to gain. For each \( n \geq 1 \), let \( a = u_0 < u_1 < \cdots < u_n = b \) be the points that divide the interval \([a, b]\) into \( n \) subintervals of equal lengths; and let \( c = v_0 < v_1 < \cdots < v_n = d \) be the points that divide the interval \([c, d]\) into \( n \) subintervals of equal lengths. The points

\[
(u_0, v_0) \quad (u_0, v_1) \quad \cdots \quad (u_0, v_n) \\
\vdots \quad \vdots \quad \cdots \quad \vdots \\
(u_1, v_0) \quad (u_1, v_1) \quad \cdots \quad (u_1, v_n) \\
\vdots \quad \vdots \quad \cdots \quad \vdots \\
(u_n, v_0) \quad (u_n, v_1) \quad \cdots \quad (u_n, v_n)
\]

define a partition of the rectangle \( D \) into \( n^2 \) congruent subrectangles. The vector function \( \mathbf{r} \) maps each of those small rectangles to a small “patch” on \( \Sigma \) and each grid point \((u_i, v_j)\) to a point \( P_{ij} \) on the surface. The patches form a partition of \( \Sigma \) into \( n^2 \) pieces, which we label as \( \Sigma_{ij} \), \( 1 \leq i, j \leq n \), so that \( \Sigma_{ij} \) is the image of the rectangle that has \((u_i, v_j)\) as its upper right corner point. We can approximate the area of \( \Sigma_{ij} \) by the area of the parallelogram \( \Pi_{ij} \) three of whose vertices are the points \( P_{i-1,j}, P_{i,j-1}, \) and \( P_{ij} \). Recall that the area of the parallelogram \( \Pi_{ij} \) is given by

\[
|\Pi_{ij}| = \|\overrightarrow{P_{ij}P_{i-1,j}} \times \overrightarrow{P_{ij}P_{i,j-1}}\|.
\]

It follows that the total area \( A_n \) of all the parallelograms \( \Pi_{ij} \) is

\[
A_n = \sum_{i=1}^{n} \sum_{j=1}^{n} |\Pi_{ij}| = \sum_{i=1}^{n} \sum_{j=1}^{n} \|\overrightarrow{P_{ij}P_{i-1,j}} \times \overrightarrow{P_{ij}P_{i,j-1}}\|.
\]

We define the surface area of \( \Sigma \) as the limit of the sequence \( \{A_n\}_{n=1}^{\infty} \), if it exists. Using the above definition and the properties of differentiable functions and double integrals, we can prove the following formula for the surface area of a piecewise smooth surface.

**Theorem 17.1.** Let \( \Sigma \) be a smooth parametric surface, given by

\[
\mathbf{r}(u, v) = x(u, v)\mathbf{e}_1 + y(u, v)\mathbf{e}_2 + z(u, v)\mathbf{e}_3 \quad ((u, v) \in D).
\]

The surface area of \( \Sigma \) is given by

\[
\text{area}(\Sigma) = \iint_D \|\mathbf{r}_u \times \mathbf{r}_v\| \, dA. \tag{17.1}
\]
If \( \Sigma \) is the graph of \( z = f(x, y) \), \((x, y) \in D\), then using the parametrization 
\[
\mathbf{r}(x, y) = x \mathbf{e}_1 + y \mathbf{e}_2 + f(x, y) \mathbf{e}_3 \quad ((x, y) \in D),
\]
we can express the area of \( \Sigma \) as
\[
\text{area}(\Sigma) = \int \int_D \sqrt{1 + f_x^2 + f_y^2} \, dA. \tag{17.2}
\]

**Example 17.1.** Find the area of the part of the plane \( 2x + 5y + z = 10 \) that lies inside the cylinder \( x^2 + y^2 = 9 \).

**Solution.** We apply (17.2) with 
\[
f(x, y) = 10 - 2x - 5y \quad \text{and} \quad D \text{ the disk } x^2 + y^2 \leq 9.
\]
The desired area is then
\[
A = \int \int_D \sqrt{1 + (2^2 + (-5)^2)} \, dA = \int \int_D \sqrt{30} \, dA = \sqrt{30} \cdot 9\pi,
\]
where \( 9\pi \) is the area of the disk \( x^2 + y^2 \leq 9 \). \( \square \)

**Example 17.2.** Find the area of the surface \( \Sigma \) with parametrization
\[
\mathbf{r}(u, v) = \cos u(4 + 2 \cos v) \mathbf{e}_1 + \sin u(4 + 2 \cos v) \mathbf{e}_2 + 2 \sin v \mathbf{e}_3 \quad (0 \leq u, v \leq 2\pi).
\]

This surface is called a *torus* and resembles a donut; it is displayed on Figure 17.1

![Figure 17.1. A torus](image)

**Solution.** We have
\[
\mathbf{r}_u(u, v) = -\sin u(4 + 2 \cos v) \mathbf{e}_1 + \cos u(4 + 2 \cos v) \mathbf{e}_2,
\]
\[
\mathbf{r}_v(u, v) = -2 \cos u \sin v \mathbf{e}_1 - 2 \sin u \sin v \mathbf{e}_2 + 2 \cos v \mathbf{e}_3,
\]
so
\[
\mathbf{r}_u \times \mathbf{r}_v = 2 \sin^2 u \sin v(4 + 2 \cos v)(\mathbf{e}_1 \times \mathbf{e}_2) - 2 \sin u \cos v(4 + 2 \cos v)(\mathbf{e}_1 \times \mathbf{e}_3)
\]
\[
- 2 \cos^2 u \sin v(4 + 2 \cos v)(\mathbf{e}_2 \times \mathbf{e}_1) + 2 \cos u \cos v(4 + 2 \cos v)(\mathbf{e}_2 \times \mathbf{e}_3)
\]
\[
= 2 \cos u \cos v(4 + 2 \cos v) \mathbf{e}_1 + 2 \sin u \cos v(4 + 2 \cos v) \mathbf{e}_2 + 2 \sin v(4 + 2 \cos v) \mathbf{e}_3
\]
\[
= (8 + 4 \cos v)(\cos u \cos v \mathbf{e}_1 + \sin u \cos v \mathbf{e}_2 + \sin v \mathbf{e}_3),
\]
\[
\|\mathbf{r}_u \times \mathbf{r}_v\| = |8 + 4 \cos v| \sqrt{\cos^2 u \cos^2 v + \sin^2 u \cos^2 v + \sin^2 v} = 8 + 4 \cos v.
\]
Thus, the surface area of \( \Sigma \) is
\[
\int_0^{2\pi} \int_0^{2\pi} (8 + 4 \cos v) \, du \, dv = 2\pi \int_0^{2\pi} (8 + 4 \cos v) \, dv = 32\pi^2. \tag{103}
\]
\( \square \)
Example 17.3. Express the area of the ellipsoid $\Sigma$ with equation $x^2 + y^2 + 4z^2 = 1$ in terms of the number

$$\mu = \int_0^1 \sqrt{1 + 3w^2} \, dw = 1 + \frac{\ln(2 + \sqrt{3})}{2 \sqrt{3}}.$$

Solution. First, we have to parametrize $\Sigma$. The unit sphere $x^2 + y^2 + z^2 = 1$ is the set of all points $(x, y, z)$ whose spherical coordinate $\rho$ is 1:

$$x = \cos u \sin v, \quad y = \sin u \sin v, \quad z = \cos v,$$

where $0 \leq u \leq 2\pi$ and $0 \leq v \leq \pi$ ($u$ and $v$ play the roles of the spherical coordinates $\theta$ and $\phi$). Since $(x, y, z)$ lies on $\Sigma$ exactly when $(x, y, 2z)$ lies on the unit sphere, we obtain the following parametrization for the ellipsoid:

$$r(u, v) = \cos u \sin v e_1 + \sin u \sin v e_2 + \frac{1}{2} \cos v e_3,$$

where $0 \leq u \leq 2\pi$ and $0 \leq v \leq \pi$. Then

$$\begin{align*}
\mathbf{r}_u(u, v) &= -\sin u \sin v e_1 + \cos u \sin v e_2 + 0e_3, \\
\mathbf{r}_v(u, v) &= \cos u \cos v e_1 + \sin u \cos v e_2 - \frac{1}{2} \sin v e_3; \\
\mathbf{r}_u \times \mathbf{r}_v &= -\sin^2 u \sin v \cos v (e_1 \times e_2) + \frac{1}{2} \sin u \sin^2 v (e_1 \times e_3) \\
&\quad + \cos^2 u \sin v \cos v (e_2 \times e_1) - \frac{1}{2} \cos u \sin^2 v (e_2 \times e_3) \\
&= -\frac{1}{2} \cos u \sin^2 v e_1 - \frac{1}{2} \sin u \sin^2 v e_2 - \sin v \cos v e_3 \\
&= -\frac{1}{2} \sin v (\cos u \sin v e_1 + \sin u \sin v e_2 + 2 \cos v e_3); \\
||\mathbf{r}_u \times \mathbf{r}_v|| &= \frac{1}{2} |\sin v| \sqrt{\cos^2 u \sin^2 v \cos^2 v \sin^2 u \sin^2 v + 4 \cos^2 v} \\
&= \frac{1}{2} \sin v \sqrt{\sin^2 v + 4 \cos^2 v} = \frac{1}{2} \sin v \sqrt{1 + 3 \cos^2 v}.
\end{align*}$$

Thus, the surface area of $\Sigma$ is

$$A = \int_0^{2\pi} \int_0^\pi \frac{1}{2} |\sin v| \sqrt{1 + 3 \cos^2 v} \, dudv = \pi \int_0^{2\pi} \sin v \sqrt{1 + 3 \cos^2 v} \, dv$$

$$= \pi \int_1^{-1} \sqrt{1 + 3w^2} \, (-dw) = 2\pi \int_0^1 \sqrt{1 + 3w^2} \, dw = 2\pi \mu. \quad \square$$

Example 17.4. Find the volume and the surface area of the solid bounded by the paraboloids $z = 3x^2 + 3y^2$ and $z = 4 - x^2 - y^2$.

Solution. The given solid has the paraboloid $z = 4 - x^2 - y^2$ as its upper boundary and the paraboloid $z = 3x^2 + 3y^2$ as its lower boundary, so it can be described as

$$E = \{(x, y, z) : (x, y) \in D, \ 3x^2 + 3y^2 \leq z \leq 4 - x^2 - y^2\},$$

where $D$ is the projection of the solid on the $xy$-plane (see Figure 17.2).

Since the intersection curve of the two paraboloids is

$$\gamma = \{(x, y, z) : z = 3x^2 + 3y^2 = 4 - x^2 - y^2\} = \{(x, y, z) : x^2 + y^2 = 1, \ z = 3\},$$
we find that $D$ is the unit disk $x^2 + y^2 \leq 1$. Hence, the volume of $E$ is

$$
\text{vol}(E) = \iiint_E 1 \, dV = \iiint_D \left[ \int_{3x^2 + 3y^2}^{4-x^2-y^2} 1 \, dz \right] \, dA = \iint_D (4 - 4x^2 - 4y^2) \, dA.
$$

The surface area $A$ of the solid is the sum of the surface areas of the two paraboloids, each of which can be computed using (17.2):

$$
A = \iint_D \sqrt{1 + (-2x)^2 + (-2y)^2} \, dA + \iint_D \sqrt{1 + (6x)^2 + (6y)^2} \, dA.
$$

Let $R = [0, 1] \times [0, 2\pi]$ be the polar form of the disk $D$. Converting all three integrals to polar coordinates, we obtain

$$
\text{vol}(E) = \int_0^1 \int_0^{2\pi} r(4 - 4r^2) \, dr \, d\theta = 2\pi \int_0^1 (4r - 4r^3) \, dr = 2\pi [2r^2 - r^4]_0^1 = 2\pi,
$$

$$
A = \int_0^1 \int_0^{2\pi} \sqrt{1 + 4(x^2 + y^2)} + \sqrt{1 + 36(x^2 + y^2)} \, dA = \int_0^1 \left[ \int_0^{2\pi} r(\sqrt{1 + 4r^2} + \sqrt{1 + 36r^2}) \, d\theta \right] \, dr = 2\pi \int_0^1 r(\sqrt{1 + 4r^2} + \sqrt{1 + 36r^2}) \, dr = 2\pi \left[ \int_1^{u^{1/2}} \left( \frac{1}{8} \, du \right) + \int_1^{u^{1/2}} \left( \frac{1}{72} \, du \right) \right]
$$

$$
= 2\pi \left( \frac{u^{3/2}}{12} \right)_1^{37} + \left[ \frac{u^{3/2}}{108} \right]_1^{37} = \frac{\pi}{54} (37\sqrt{37} + 45\sqrt{5} - 10) \approx 18.366. \quad \Box
$$

17.2. **Density and mass.** Double and triple integrals also represent various physical quantities. In this section, we discuss applications related to the computation of mass and the coordinates of the center of mass of laminae and solids. Suppose that a lamina occupies a region $D$ in the $xy$-plane and has **density** $\delta(x,y)$ at a point $(x,y) \in D$. If $\delta(x,y)$ is the constant function $\delta(x,y) = c$, the total mass of the lamina is $c|D|$, where $|D|$ denotes the area of $D$. Note that we can think of this number also as

$$
\iint_D c \, dA = \iint_D \delta(x,y) \, dA.
$$
Using the definition of the double integral as the limit of Riemann sums, we can prove that the latter formula applies to any continuous function \( \delta(x, y) \). That is, if the density function \( \delta \) is continuous in \( D \), then the mass \( m \) of the lamina is given by the formula

\[
m = \iint_D \delta(x, y) \, dA.
\]

We can also give formulas for the coordinates of the center of mass of the lamina: if \((\bar{x}, \bar{y})\) is the center of mass, then

\[
\bar{x} = \frac{1}{m} \iint_D x \delta(x, y) \, dA, \quad \bar{y} = \frac{1}{m} \iint_D y \delta(x, y) \, dA.
\]

Similarly, if a solid occupies a region \( E \) in space and has density \( \delta(x, y, z) \) at a point \((x, y, z) \in E\), then the mass \( m \) of the solid is given by the integral

\[
m = \iiint_E \delta(x, y, z) \, dV.
\]

We can also give formulas for the coordinates of the center of mass of the solid: if \((\bar{x}, \bar{y}, \bar{z})\) is the center of mass, then

\[
\bar{x} = \frac{1}{m} \iiint_E x \delta(x, y, z) \, dV, \quad \bar{y} = \frac{1}{m} \iiint_E y \delta(x, y, z) \, dV, \quad \bar{z} = \frac{1}{m} \iiint_E z \delta(x, y, z) \, dV.
\]

**Example 17.5.** A flat lamina occupies the disk \( x^2 + y^2 \leq 4 \) and has density \( \delta(x, y) = x + y + x^2 + y^2 \). Find its mass and the coordinates of its center of mass.

**Solution.** Let \( R \) denote the polar form of the disk \( D \), that is, \( R = [0, 2] \times [0, 2\pi] \). By (14.1), the mass \( m \) of the lamina is

\[
m = \iint_D (x + y + x^2 + y^2) \, dA = \iint_R r (r \cos \theta + r \sin \theta + r^2) \, dA
\]

\[
= \frac{1}{8\pi} \int_0^{2\pi} \left[ \int_0^2 (r^2 \cos \theta + r \sin \theta + r^3) \, dr \right] d\theta = \frac{1}{8\pi} \int_0^{2\pi} \left( \frac{3}{2} \cos \theta + \sin \theta + \frac{32}{3} \right) d\theta = 8\pi.
\]

Similarly, the coordinates of the center of mass are:

\[
\bar{x} = \frac{1}{m} \iint_D x (x + y + x^2 + y^2) \, dA = \frac{1}{8\pi} \iint_R r^2 \cos \theta (r \cos \theta + r \sin \theta + r^3) \, dA
\]

\[
= \frac{1}{8\pi} \int_0^{2\pi} \left[ \int_0^2 \cos \theta (r^3 \cos \theta + r \sin \theta + r^4) \, dr \right] d\theta = \frac{1}{8\pi} \int_0^{2\pi} \cos \theta (4 \cos \theta + \sin \theta) \, d\theta = \frac{1}{2},
\]

\[
\bar{y} = \frac{1}{m} \iint_D y (x + y + x^2 + y^2) \, dA = \frac{1}{8\pi} \iint_R r^2 \sin \theta (r \cos \theta + r \sin \theta + r^2) \, dA
\]

\[
= \frac{1}{8\pi} \int_0^{2\pi} \left[ \int_0^2 \sin \theta (r^3 \cos \theta + r \sin \theta + r^4) \, dr \right] d\theta = \frac{1}{8\pi} \int_0^{2\pi} \sin \theta (4 \cos \theta + \sin \theta) \, d\theta = \frac{1}{2}.
\]
Example 17.6. Find the center of mass of the solid $H$ that occupies the upper half of the ball $x^2 + y^2 + z^2 \leq 4$ and has density $\delta(x, y, z) = z \sqrt{x^2 + y^2 + z^2}$.

Solution. The solid $H$ is described by inequalities

$$x^2 + y^2 + z^2 \leq 4, \quad z \geq 0.$$ 

In spherical coordinates these become $\rho \leq 2$ and $0 \leq \phi \leq \pi/2$, respectively. Thus, by (16.2), the mass of the solid is

$$m = \int_H z \sqrt{x^2 + y^2 + z^2} \, dV = \int_0^{\pi/2} \int_0^{2\pi} \int_0^2 (\rho^2 \cos \phi)(\rho^2 \sin \phi) \, d\phi d\rho \, d\theta \cos \theta = \frac{32}{5} \int_0^{\pi/2} \int_0^2 \sin \phi \cos \phi \, d\phi d\theta = \frac{64\pi}{5} \int_0^1 u \, du = \frac{32\pi}{5}.$$ 

The coordinates of the center of mass then are

$$\bar{x} = \frac{1}{m} \int_H xz \sqrt{x^2 + y^2 + z^2} \, dV$$

$$= \frac{5}{32\pi} \int_0^{\pi/2} \int_0^{2\pi} \int_0^2 \rho^3 \sin \phi \cos \phi (\rho^2 \sin \phi) \, d\phi d\theta d\rho = \frac{5}{32\pi} \int_0^{\pi/2} \int_0^2 \rho^5 \sin^2 \phi \cos \phi \left[ \int_0^{2\pi} \cos \theta \, d\theta \right] \, d\phi d\rho = 0,$$

$$\bar{y} = \frac{1}{m} \int_H yz \sqrt{x^2 + y^2 + z^2} \, dV$$

$$= \frac{5}{32\pi} \int_0^{\pi/2} \int_0^{2\pi} \int_0^2 \rho^3 \sin \phi \cos \phi (\rho^2 \sin \phi) \, d\phi d\theta d\rho = \frac{5}{32\pi} \int_0^{\pi/2} \int_0^2 \rho^5 \sin^2 \phi \cos \phi \left[ \int_0^{2\pi} \sin \theta \, d\theta \right] \, d\phi d\rho = 0,$$

$$\bar{z} = \frac{1}{m} \int_H z^2 \sqrt{x^2 + y^2 + z^2} \, dV = \frac{5}{32\pi} \int_0^{\pi/2} \int_0^{2\pi} \int_0^2 (\rho^3 \cos^2 \phi)(\rho^2 \sin \phi) \, d\phi d\theta d\rho$$

$$= \frac{5}{32\pi} \int_0^{\pi/2} \int_0^{2\pi} \sin \phi \cos^2 \phi \left[ \int_0^2 \rho^5 \, d\rho \right] \, d\phi d\theta = \frac{5}{32\pi} \int_0^{\pi/2} \int_0^{2\pi} \sin \phi \cos^2 \phi \, d\phi d\theta = \frac{10}{3} \int_0^{\pi/2} u^2 (-du) = \frac{10}{3}.$$ 

17.3. An improper integral*. In this section, we use double integrals and polar coordinates to show that

$$\int_0^\infty e^{-x^2} \, dx = \frac{\sqrt{\pi}}{2}.$$ 
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Proof. Let $D_b$ denote the disk $x^2 + y^2 \leq b^2$ and let $S_b$ denote the square with vertices $(\pm b, \pm b)$ (see Figure 17.3). As $b \to \infty$, both $D_b$ and $S_b$ expand to fill the entire $xy$-plane, so we figure that

$$\lim_{b \to \infty} \iint_{D_b} e^{-x^2 - y^2} dA = \lim_{b \to \infty} \iint_{S_b} e^{-x^2 - y^2} dA = \iint_{\mathbb{R}^2} e^{-x^2 - y^2} dA. \quad (17.3)$$

(This can be proved rigorously, but it is also intuitively clear, so we won’t dwell on it.) We now consider each limit separately.

First, we consider the integral over the disk $D_b$. In polar coordinates, $D_b$ is $[0, b] \times [0, 2\pi]$, so

$$\iint_{D_b} e^{-x^2 - y^2} dA = \int_0^{2\pi} \left[ \int_0^b r e^{-r^2} dr \right] d\theta = \int_0^{2\pi} \left[ \frac{1}{2} \int_0^{b^2} e^{-u} du \right] d\theta = \frac{\pi}{2} \left[ 1 - e^{-b^2} \right].$$

Taking limits as $b \to \infty$, we deduce that

$$\lim_{b \to \infty} \iint_{D_b} e^{-x^2 - y^2} dA = \lim_{b \to \infty} \frac{\pi}{2} \left( 1 - e^{-b^2} \right) = \frac{\pi}{2}. \quad (17.4)$$

On the other hand, if we define

$$I(b) = \int_{-b}^b e^{-x^2} dx,$$

we have

$$\iint_{S_b} e^{-x^2 - y^2} dA = \int_{-b}^b \left[ \int_{-b}^b e^{-x^2 - y^2} dx \right] dy = \int_{-b}^b I(b)e^{-y^2} dy = I(b)I(b) = I(b)^2.$$

Furthermore, since the function $e^{-x^2}$ is even, we have

$$I(b) = \int_{-b}^b e^{-x^2} dx = 2 \int_0^b e^{-x^2} dx.$$

Hence,

$$\lim_{b \to \infty} \iint_{S_b} e^{-x^2 - y^2} dA = \lim_{b \to \infty} \left( 2 \int_0^b e^{-x^2} dx \right)^2 = 4 \left( \int_0^\infty e^{-x^2} dx \right)^2. \quad (17.5)$$

Combining (17.3)–(17.5), we obtain that

$$4 \left( \int_0^\infty e^{-x^2} dx \right)^2 = \pi,$$

which is equivalent to desired conclusion. □
Remark. Note that in the above proof we used that the limit
\[ \lim_{b \to \infty} \int_0^b e^{-x^2} \, dx \]
exists, or equivalently, that the improper integral \( \int_0^\infty e^{-x^2} \, dx \) converges. This can be proved using the comparison test for improper integrals.

Exercises

1. Find the area of the given surface \( \Sigma \):
   (a) \( \Sigma \) is the part of the plane \( x + 2y + z = 3 \) that lies in the first octant
   (b) \( \Sigma \) is the part of the paraboloid \( z = x^2 - y^2 \) that lies between the cylinders \( x^2 + y^2 = 1 \) and \( x^2 + y^2 = 4 \)
   (c) \( \Sigma \) is the part of the sphere \( x^2 + y^2 + z^2 = 4 \) that lies inside the cylinder \( x^2 + y^2 = 2 \)
   (d) \( \Sigma \) is the part of the surface \( z = xy \) that lies inside the cylinder \( x^2 + y^2 = 1 \)
   (e) \( \Sigma \) is the parametric surface given by \( \mathbf{r}(u, v) = (u \cos v) \mathbf{e}_1 + (u \sin v) \mathbf{e}_2 + v \mathbf{e}_3 \), \( 0 \leq u \leq 1, 0 \leq v \leq \pi \)
   (f) \( \Sigma \) is the parametric surface given by \( \mathbf{r}(u, v) = (uv) \mathbf{e}_1 + (u + v) \mathbf{e}_2 + (u - v) \mathbf{e}_3 \), \( u^2 + v^2 \leq 1 \)

2. Find the mass and the center of mass of the lamina that occupies the region \( D \) and has density given by the function \( \delta(x, y) \):
   (a) \( D \) is bounded by the curve \( y = e^x \), the line \( x = 1 \), and the coordinate axes; \( \delta(x, y) = y \)
   (b) \( D \) is the disk \( x^2 + y^2 \leq 2 \); \( \delta(x, y) \) is twice the distance from \( (x, y) \) to the origin

3. Find the mass and the center of mass of the given solid \( E \) if its density is given by the function \( \delta(x, y, z) \):
   (a) \( E \) is the cube \( 0 \leq x, y, z \leq 2 \); \( \delta(x, y, z) = x^2 + y^2 + z^2 \)
   (b) \( E \) is the hemisphere \( x^2 + y^2 + z^2 \leq 4, z \geq 0 \); \( \delta(x, y, z) \) is half the distance from \( (x, y, z) \) to the \( z \)-axis
   (c) \( E \) is the hemisphere \( x^2 + y^2 + z^2 \leq 1, z \geq 0 \); \( \delta(x, y, z) = 4z \)

4. Use the value of the integral computed in §17.3 to evaluate the integrals
\[ I_n = \int_0^\infty x^{2n} e^{-x^2} \, dx \quad (n = 1, 2, 3, \ldots). \]
18. Vector fields

18.1. Definition. If \( D \) is a set in \( \mathbb{R}^2 \), a vector field on \( D \) is a function \( F \) that assigns to each point \((x, y)\) in \( D \) a two-dimensional vector \( F(x, y) \). If \( E \) is a set in \( \mathbb{R}^3 \), a vector field on \( E \) is a function \( F \) that assigns to each point \((x, y, z)\) in \( E \) a three-dimensional vector \( F(x, y, z) \).

Note that we can express each two-dimensional vector field \( F \) in terms of a pair of functions of two variables:

\[
F(x, y) = \langle P(x, y), Q(x, y) \rangle = P(x, y)e_1 + Q(x, y)e_2.
\]

Similarly, we can express each three-dimensional vector field \( F \) in terms of a triple of functions of three variables:

\[
F(x, y, z) = \langle P(x, y, z), Q(x, y, z), R(x, y, z) \rangle = P(x, y, z)e_1 + Q(x, y, z)e_2 + R(x, y, z)e_3.
\]

Example 18.1. The function \( F(x, y, z) = x^2e_1 + y^2e_2 + z^2e_3 \) is a vector field on \( \mathbb{R}^3 \). The function \( F(x, y) = \cos(xy)e_1 + \sin(xy)e_2 \) is a vector field on \( \mathbb{R}^2 \).

The standard way to visualize a vector field is to draw the arrows representing \( F(x, y) \) (or \( F(x, y, z) \)) applied at the points \((x, y)\) (or \((x, y, z)\)) for a number of choices for \((x, y) \in D\) (or \((x, y, z) \in E\)).

Example 18.2. Sketch twenty vectors of the vector field \( F(x, y) = \frac{1}{2}e_1 - xe_2 \).

Answer. See Figure 18.1.

![Figure 18.1. The vector field \( F(x, y) = \frac{1}{2}e_1 - xe_2 \)](image)

18.2. Gradient fields and potential functions. We are already familiar with an important class of vector fields. Suppose that \( f(x, y) \) is a differentiable function on \( D \). In Lecture #9, we defined the gradient \( \nabla f \) of \( f \):

\[
\nabla f(x, y) = f_x(x, y)e_1 + f_y(x, y)e_2.
\]

We now see that \( \nabla f \) is a two-dimensional vector field on \( D \). Similarly, if \( f(x, y, z) \) is a differentiable function on a set \( E \) in \( \mathbb{R}^3 \), then \( \nabla f(x, y, z) \) is a three-dimensional vector field on \( E \). From now on, we will refer to the gradient of a function \( f \) as the gradient vector field of \( f \).

Example 18.3. Find the gradient vector field of the function \( f(x, y) = x^2 + y^2 \).
Solution. We have
\[ \nabla f(x, y) = f_x(x, y)e_1 + f_y(x, y)e_2 = 2xe_1 + 2ye_2. \]

In the subsequent lectures, we will see that vector fields \( \mathbf{F} \) which are the gradient fields of some function play an important role in vector calculus. Such vector fields are known as \textit{conservative vector fields}, that is, \( \mathbf{F} \) is conservative if there is a function \( f \) such that \( \mathbf{F} = \nabla f \). If \( \mathbf{F} = \nabla f \), then \( f \) is called a \textit{potential function} of \( \mathbf{F} \), or simply a \textit{potential}.

Example 18.4. By Example 18.3, the vector field \( \mathbf{F}(x, y) = 2xe_1 + 2ye_2 \) is conservative: \( \mathbf{F} = \nabla f \), where \( f(x, y) = x^2 + y^2 \). Similarly, \( \mathbf{F}(x, y, z) = 2ye_1 + 2xe_2 + e_3 \) is conservative, because \( \mathbf{F} = \nabla g \), where \( g(x, y, z) = 2xy + z \).

Not every vector field is conservative, and it is not very difficult to give an example of a vector field that is not conservative.

Example 18.5. Show that the vector field \( \mathbf{F}(x, y) = (x^2 + y)e_1 + y^3e_2 \) is not conservative.

Solution. Suppose that \( \mathbf{F} \) is conservative, that is, there is some function \( f(x, y) \) such that \( f_x(x, y) = x^2 + y \), \( f_y(x, y) = y^3 \). Then
\[ f_{xy}(x, y) = \partial_y(x^2 + y) = 1, \quad f_{yx}(x, y) = \partial_x(y^3) = 0. \]
Since both mixed partials are constants, they are continuous everywhere. Thus, by Theorem 8.1, we must have \( f_{xy} = f_{yx} \). However, they are not equal, a contradiction. Therefore, our assumption that \( \mathbf{F} \) is conservative must be false.

We shall use this example as a starting point of our discussion of conservative vector fields. However, before delving into that, we need to fix some terminology.

18.3. Terminology. Recall that in §11.4 we defined a closed region in the plane to be a region containing all of its boundary. We call a region \( D \) in the plane or in space \textit{open}, if it contains none of the points on its boundary. Some examples of open and non-open sets in the plane are shown on Figure 18.2. On the figure, solid and dashed curves indicate boundary that does and does not belong to the set, respectively. The first set is open, because it does not contain any of its boundary; the second set is not open, because it contains all of its boundary (it is closed); and the last set is not open, because it contains a part of its boundary.

![Figure 18.2. Open and non-open sets](image)

We say that a set \( D \), in the plane or in space, is \textit{connected}, if we can connect every two points of \( D \) with a continuous path that lies entirely in \( D \). Geometrically, this means that \( D \) “has only one piece”. Several examples of connected and disconnected plane sets are displayed on Figure 18.3.

We say that a set \( D \) in the plane is \textit{simply-connected}, if it is connected and every curve \( \gamma \) that lies entirely in \( D \) can be shrunk to a point in \( D \) without leaving \( D \). We say that a set \( D \) in space is \textit{simply-connected}, if it is connected and every surface \( \Sigma \) that lies entirely in \( D \) can be shrunk to a
point in $D$ without leaving $D$. In both cases, it is “closed” curves and surfaces that we really need to test. Both in two and in three dimensions, simple-connectedness means that $D$ “has only one piece and no holes”. Also, in both cases, we can check whether a connected set is simply-connected by looking at the compliment of $D$ to the whole plane or the whole space. If we denote that set by $D'$, then we must be able to connect each point of $D'$ to any other point of $D'$ and to “infinity” by a path that lies entirely in $D'$. Some examples of simply-connected and not simply-connected plane sets are displayed on Figure 18.4.

18.4. Conservative vector fields in $\mathbb{R}^2$. We can easily generalize the solution of Example 18.5. Let $\mathbf{F}(x,y) = P(x,y)e_1 + Q(x,y)e_2$ be a conservative vector field and let $f(x,y)$ be its potential, that is,

$$P(x,y) = f_x(x,y), \quad Q(x,y) = f_y(x,y).$$

Then

$$P_y = f_{xy} \quad \text{and} \quad Q_x = f_{yx} \quad \implies \quad P_y = Q_x.$$

This is the basic idea underlying the following theorem.

**Theorem 18.1.** If $\mathbf{F}(x,y) = P(x,y)e_1 + Q(x,y)e_2$ is a conservative vector field and $P(x,y)$ and $Q(x,y)$ have continuous first order partials in a domain $D$, then throughout $D$ we have

$$\partial_y P = \partial_x Q. \quad (18.1)$$

Note that we can use this theorem to show that a given vector field is **not** conservative. However, we would rather have a tool for establishing that a vector field is conservative. The next theorem says that equation (18.1) implies that $\mathbf{F}$ is conservative, provided that the region $D$ has a special property.
**Theorem 18.2.** If \(F(x, y) = P(x, y)e_1 + Q(x, y)e_2\) is a vector field that satisfies (18.1) on an open, simply-connected region \(D\), then \(F\) is conservative.

**Example 18.6.** Determine whether or not the vector field is conservative:

(a) \(F(x, y) = (2x + y^2)e_1 + (2y + x^2)e_2\);

(b) \(F(x, y) = (x^3 + 3xy^2)e_1 + (y^3 + 3x^2y)e_2\);

(c) \(F(x, y) = \frac{-y}{x^2 + y^2}e_1 + \frac{x}{x^2 + y^2}e_2\).

**Solution.**

(a) Let \(P(x, y) = 2x + y^2\) and \(Q(x, y) = 2y + x^2\). Then
\[P_y - Q_x = 2y - 2x = Q_x - P_y,
\]
so the vector field is not conservative.

(b) Let \(P(x, y) = x^3 + 3xy^2\) and \(Q(x, y) = y^3 + 3x^2y\). Then
\[P_y = 6xy = Q_x \quad \text{for all } (x, y) \in \mathbb{R}^2.
\]
Since \(\mathbb{R}^2\) is open and simply-connected, it follows that the vector field is conservative.

(c) We have
\[
\frac{\partial}{\partial y} \left( \frac{-y}{x^2 + y^2} \right) = \frac{-1(2x + y^2) - (-y)(2y)}{(x^2 + y^2)^2} = \frac{y^2 - x^2}{(x^2 + y^2)^2},
\]
\[
\frac{\partial}{\partial x} \left( \frac{x}{x^2 + y^2} \right) = \frac{1(2x + y^2) - (x)(2x)}{(x^2 + y^2)^2} = \frac{y^2 - x^2}{(x^2 + y^2)^2}.
\]
for all \((x, y) \neq (0, 0)\). However, the set of all \((x, y) \neq (0, 0)\) is not simply-connected. Thus, Theorem 18.2 says nothing about \(F\). On the other hand, if we consider \(F\) on the set \(D\) obtained by cutting the \(xy\)-plane along a half-line containing the origin (e.g., we can cut the plane along the positive \(x\)-axis, or the negative \(y\)-axis, or the part of the line \(y = 2x\) with \(x \leq 1\)), then the theorem does say that \(F\) is conservative on \(D\) (which is open and simply-connected). Later we shall show that this vector field is NOT conservative on the set of all \((x, y) \neq 0\). \(\square\)

### 18.5. Curl and Conservative Vector Fields in \(\mathbb{R}^3\).

**Definition.** If \(F(x, y, z) = P(x, y, z)e_1 + Q(x, y, z)e_2 + R(x, y, z)e_3\) is a vector field on \(\mathbb{R}^3\) such that \(P, Q, R\) are differentiable, then the curl of \(F\) is the vector field on \(\mathbb{R}^3\) defined by
\[
\text{curl } F = \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z} \right) e_1 + \left( \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x} \right) e_2 + \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) e_3.
\]

**Remark.** A formula for \(\text{curl } F\) that is easier to remember is that
\[
\text{curl } F = \nabla \times F = \begin{vmatrix}
e_1 & e_2 & e_3 \\
\partial_x & \partial_y & \partial_z \\
P & Q & R
\end{vmatrix}.
\]
In reality, this is a terrible abuse of notation, but it helps remember the formula, just as (2.7) helps us remember the definition of the cross product.

**Example 18.7.** Find \(\text{curl } F\) for \(F(x, y, z) = xe^y e_1 + ye^x e_2 + (x^2z + y^2z)e_3\).
Solution. We have
\[
\text{curl } F = \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^z & xe^z & x^2z + y^2z
\end{vmatrix} = \begin{vmatrix}
\frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^z & x^2z + y^2z
\end{vmatrix} e_1 - \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial z} \\
ye^z & x^2z + y^2z
\end{vmatrix} e_2 + \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} \\
ye^z & xe^z
\end{vmatrix} e_3
\]
\[
= (\partial_y(x^2z + y^2z) - \partial_z(ye^z))e_1 - (\partial_x(x^2z + y^2z) - \partial_z(xe^z))e_2 + (\partial_x(ye^z) - \partial_y(xe^z))e_3
\]
\[
= (2yz - ye^z)e_1 - (2xz - xe^z)e_2 + (0 - 0)e_3 = y(2z - e^z)e_1 + x(e^z - 2z)e_2.
\]

We can use the curl of a vector field to state three-dimensional versions of the theorems in the previous section.

**Theorem 18.3.** If \( f(x, y, z) \) has continuous second-order partials, then

\[
\text{curl}(\nabla f) = 0.
\]

In particular, if \( F \) is a conservative three-dimensional vector field, then \( \text{curl } F = 0 \).

**Proof.** The proof is straightforward:

\[
\text{curl}(\nabla f) = \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^z & xe^z & x^2z + y^2z
\end{vmatrix} = \begin{vmatrix}
\frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^z & x^2z + y^2z
\end{vmatrix} e_1 - \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial z} \\
ye^z & x^2z + y^2z
\end{vmatrix} e_2 + \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} \\
ye^z & xe^z
\end{vmatrix} e_3
\]

\[
= \left( \frac{\partial^2 f}{\partial y \partial z} - \frac{\partial^2 f}{\partial z \partial y} \right) e_1 - \left( \frac{\partial^2 f}{\partial x \partial z} - \frac{\partial^2 f}{\partial z \partial x} \right) e_2 + \left( \frac{\partial^2 f}{\partial x \partial y} - \frac{\partial^2 f}{\partial y \partial x} \right) e_3 = 0.
\]

The converse theorem is not universally true, but as in the case of two-dimensional fields, it can be proved for special sets.

**Theorem 18.4.** If \( F \) is a three-dimensional vector field that has continuous partials and satisfies

\[
\text{curl } F = 0
\]
on an open, simply-connected set in \( \mathbb{R}^3 \), then \( F \) is conservative.

**Example 18.8.** Determine whether the vector field \( F = ye^{2xy+z^2}e_1 + xe^{2xy+z^2}e_2 + ze^{2xy+z^2}e_3 \) is conservative.

**Solution.** We have

\[
\text{curl } F = \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^{2xy+z^2} & xe^{2xy+z^2} & ze^{2xy+z^2}
\end{vmatrix} = \begin{vmatrix}
\frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
ye^{2xy+z^2} & ze^{2xy+z^2}
\end{vmatrix} e_1 - \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial z} \\
ye^{2xy+z^2} & xe^{2xy+z^2}
\end{vmatrix} e_2 + \begin{vmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} \\
ye^{2xy+z^2} & xe^{2xy+z^2}
\end{vmatrix} e_3
\]

\[
= (z(2x) - x(2z))e^{2xy+z^2}e_1 - (z(2y) - y(2z))e^{2xy+z^2}e_2 + (x(2y) - y(2x))e^{2xy+z^2}e_3 = 0.
\]

Since the partials of \( F \) are continuous everywhere in \( \mathbb{R}^3 \) (a simply-connected set), it follows that \( F \) is conservative. \( \Box \)
Remark. Note that when \( F(x, y, z) = P(x, y)e_1 + Q(x, y)e_2 + 0e_3 \) (that is, when \( F(x, y, z) \) is a two-dimensional vector field that “pretends” to be three-dimensional), then

\[
\text{curl} \ F = \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) e_3,
\]

and the condition \( \text{curl} \ F = 0 \) is equivalent to the condition discussed in §18.4.

18.6. Finding potentials.

Example 18.9. Find a potential for the vector field \( F(x, y) = (x^3 + 3xy^2)e_1 + (y^3 + 3x^2y)e_2 \), if it exists.

Solution. We know that this field is conservative from Example 18.6, so a potential exists. If we denote it by \( f \), then \( f \) must satisfy the conditions

\[
f_x(x, y) = x^3 + 3xy^2, \quad f_y(x, y) = y^3 + 3x^2y.
\]

In other words, for a fixed \( y \), \( f(x, y) \) is an antiderivative of \( x^3 + 3xy^2 \), and for a fixed \( x \), \( f(x, y) \) is an antiderivative of \( y^3 + 3x^2y \). Hence,

\[
f(x, y) = \int x^3 + 3xy^2 \, dx = \frac{x^4}{4} + \frac{3x^2y^2}{2} + g(y).
\]

Note that our answer involves an arbitrary function of \( y \) instead of an arbitrary constant. In order to find out more about \( g(y) \), we differentiate the above expression for \( f(x, y) \) with respect to \( y \):

\[
f_y(x, y) = \partial_y \left( \frac{1}{4}x^4 + \frac{3}{2}x^2y^2 + g(y) \right) = 3x^2y + g'(y).
\]

Comparing this with the equality \( f_y = y^3 + 3x^2y \) we find that

\[
3x^2y + g'(y) = y^3 + 3x^2y \iff g'(y) = y^3 \iff g(y) = \frac{y^4}{4} + C.
\]

We conclude that \( f(x, y) = \frac{1}{4}x^4 + \frac{3}{2}x^2y^2 + \frac{1}{4}y^3 + C. \) \( \square \)

Note that in the above example we can easily check our answer: direct differentiation gives \( \nabla f(x, y) = F(x, y) \), so \( f(x, y) \) is potential for \( F(x, y) \) by the definition of potential.

Example 18.10. Find a potential for the vector field \( F(x, y) = \frac{x}{x^2 + y^2}e_1 + \frac{y}{x^2 + y^2}e_2 \), if it exists.

Solution. The potential \( f(x, y) \) if it exists, must satisfy the conditions

\[
f_x(x, y) = \frac{x}{x^2 + y^2}, \quad f_y(x, y) = \frac{y}{x^2 + y^2}.
\]

Thus,

\[
f(x, y) = \int \frac{x}{x^2 + y^2} \, dx = \int \frac{1}{2} d(x^2 + y^2) = \ln(x^2 + y^2) + g(y).
\]

To find \( g(y) \), we use \( f_y(x, y) \):

\[
f_y(x, y) = \frac{1}{2} \frac{2y}{x^2 + y^2} + g'(y) = \frac{y}{x^2 + y^2} \iff g'(y) = 0 \iff g(y) = C.
\]

We conclude that \( f(x, y) = \frac{1}{2} \ln(x^2 + y^2) + C. \) \( \square \)
Remark. Note that the function \( f(x, y) = \frac{1}{2} \ln(x^2 + y^2) + C \) in the previous example is a potential for the vector field \( \mathbf{F}(x, y) \) for all \((x, y) \neq (0, 0)\). Therefore, \( \mathbf{F} \) is conservative in the set \( \mathbb{R}^2 - \{(0, 0)\} \). On the other hand, if we tried to apply Theorem 18.2 to it, we would run into the same trouble as in the solution of Example 18.6, part (c): this set is not simply-connected.

**Example 18.11.** Find a potential for the vector field \( \mathbf{F}(x, y, z) = (2xz + y^2)\mathbf{e}_1 + 2xy\mathbf{e}_2 + (x^2 + 3z^2)\mathbf{e}_3 \), if it exists.

**Solution.** The potential \( f(x, y, z) \), if it exists, must satisfy the conditions

\[
\begin{align*}
  f_x(x, y, z) &= 2xz + y^2, \\
  f_y(x, y, z) &= 2xy, \\
  f_z(x, y, z) &= x^2 + 3z^2.
\end{align*}
\]

Thus, arguing similarly to the last two examples, we find that

\[
f(x, y, z) = \int (2xz + y^2) \, dx = x^2z + y^2x + g(y, z),
\]

and get

\[
\begin{align*}
  f_y(x, y, z) &= 2yx + g_y(y, z) = 2xy & \iff & g_y(y, z) = 0 & \iff & g(y, z) = h(z), \\
  f_z(x, y, z) &= x^2 + h'(z) = x^2 + 3z^2 & \iff & h'(z) = 3z^2 & \iff & h(z) = z^3 + C.
\end{align*}
\]

We conclude that \( f(x, y, z) = x^2z + y^2x + z^3 + C \). \( \square \)

**Example 18.12.** Find a potential for the vector field \( \mathbf{F}(x, y, z) = e^{2xy}\mathbf{e}_1 + e^{2xy}\mathbf{e}_2 + z^2\mathbf{e}_3 \), if it exists.

**Solution.** Any potential \( f(x, y, z) \) must satisfy

\[
\begin{align*}
  f_x(x, y, z) &= e^{2xy}, \\
  f_y(x, y, z) &= e^{2xy}, \\
  f_z(x, y, z) &= z^2.
\end{align*}
\]

From the first of these equations, we find

\[
f(x, y, z) = \int e^{2xy} \, dx = \frac{e^{2xy}}{2y} + g(y, z).
\]

Next, we differentiate the last function with respect to \( y \) and get

\[
f_y(x, y, z) = \frac{2xe^{2xy}}{2y} - \frac{e^{2xy}}{2y^2} + g_y(y, z) = e^{2xy} \iff g_y(y, z) = e^{2xy} \left( 1 - \frac{x}{y} + \frac{1}{2y^2} \right).
\]

We seem to be running in circles, and we indeed are, because the field is non-conservative. For example,

\[
\partial_x(e^{2xy}) = 2ye^{2xy} \neq 2xe^{2xy} = \partial_y(e^{2xy}),
\]

so the third component of \( \text{curl} \, \mathbf{F} \) is non-zero. \( \square \)

18.7. **The divergence of a vector field.**

**Definition.** If \( \mathbf{F}(x, y, z) = P(x, y, z)\mathbf{e}_1 + Q(x, y, z)\mathbf{e}_2 + R(x, y, z)\mathbf{e}_3 \) is a vector field on \( \mathbb{R}^3 \) such that \( P, Q, R \) are differentiable, then the **divergence** of \( \mathbf{F} \) is the function defined by

\[
\text{div} \, \mathbf{F} = \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z}.
\]

**Example 18.13.** Find \( \text{div} \, \mathbf{F} \) for \( \mathbf{F} = e^x \sin(xy)\mathbf{e}_1 + e^x \cos(xy)\mathbf{e}_2 + xyz\mathbf{e}_3 \).

**Solution.** We have

\[
\text{div} \, \mathbf{F} = \partial_x(e^x \sin(xy)) + \partial_y(e^x \cos(xy)) + \partial_z(xyz) = ye^x \cos(xy) - xe^x \sin(xy) + xy.
\]

\[\square\]
Theorem 18.5. If \( \mathbf{F} = P \mathbf{e}_1 + Q \mathbf{e}_2 + R \mathbf{e}_3 \) has continuous second-order partials, then
\[
\text{div} \ \text{curl} \ \mathbf{F} = 0.
\]

Proof. The proof is straightforward:
\[
\text{div} \ \text{curl} \mathbf{F} = \frac{\partial}{\partial x} \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z} \right) + \frac{\partial}{\partial y} \left( \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right)
\]
\[
= \frac{\partial^2 R}{\partial x \partial y} - \frac{\partial^2 Q}{\partial x \partial z} + \frac{\partial^2 P}{\partial y \partial z} - \frac{\partial^2 P}{\partial y \partial x} + \frac{\partial^2 Q}{\partial z \partial x} - \frac{\partial^2 P}{\partial z \partial y} = 0.
\]

Exercises

1. Sketch the vector field \( \mathbf{F}(x, y) = (x - y)\mathbf{e}_1 + x\mathbf{e}_2 \) by drawing arrows in a similar fashion to Example 18.2.

2. Find the gradient vector field of the given function:
   (a) \( f(x, y) = e^{xy} \)  \( f(x, y, z) = \sqrt{x^2 + y^2 + z^2} \)
   (c) \( f(x, y, z) = \ln(x^2 + yz) \)

3. Determine whether or not the given set is open, connected, and simply-connected:
   (a) \( \{(x, y) : x > 0, y > 0\} \)
   (b) \( \{(x, y) : x > 0, y \geq 0\} \)
   (c) \( \{(x, y) : 1 < x^2 + y^2 < 2\} \)
   (d) \( \{(x, y) : x^2 + y^2 \leq 1\} \)
   (e) \( \{(x, y) : x^2 + y^2 < 1 \text{ or } x^2 + y^2 > 2\} \)
   (f) \( \{(x, y) : xy \leq 0\} \)

4. Determine whether the vector field \( \mathbf{F}(x, y) \) is conservative. If it is, find a potential function for it:
   (a) \( \mathbf{F}(x, y) = (x - y)\mathbf{e}_1 + (x + y)\mathbf{e}_2 \)
   (b) \( \mathbf{F}(x, y) = ye\mathbf{e}_1 + (x + 3y)\mathbf{e}_2 \)
   (c) \( \mathbf{F}(x, y) = xe\mathbf{e}_1 + x\mathbf{e}_2 \)
   (d) \( \mathbf{F}(x, y) = \frac{y^2}{1 + x^2}\mathbf{e}_1 + (2\arctan x)\mathbf{e}_2 \)

5. Find the curl and the divergence of the given vector field:
   (a) \( \mathbf{F}(x, y, z) = x^2y\mathbf{e}_1 - 4xy^2\mathbf{e}_3 \)
   (b) \( \mathbf{F}(x, y, z) = 2\arcsin ye\mathbf{e}_1 + \frac{2x}{\sqrt{1 - y^2}}\mathbf{e}_2 - 3z^2\mathbf{e}_3 \)
   (c) \( \mathbf{F}(x, y, z) = \cos x\mathbf{e}_1 + 2\sin yze\mathbf{e}_2 + z^2\mathbf{e}_1 \)

6. Determine whether the vector field \( \mathbf{F}(x, y, z) \) is conservative. If it is, find a potential function for it:
   (a) \( \mathbf{F}(x, y, z) = (yz + x^2)\mathbf{e}_1 + (xz + 4y)\mathbf{e}_2 + (xy - 3z^2)\mathbf{e}_3 \)
   (b) \( \mathbf{F}(x, y, z) = y^2 \cos z\mathbf{e}_1 + 2xy \cos z\mathbf{e}_2 - xy^2 \sin z\mathbf{e}_3 \)
   (c) \( \mathbf{F}(x, y, z) = xe\mathbf{e}_1 + ye\mathbf{e}_2 + x\mathbf{e}_3 \)
   (d) \( \mathbf{F}(x, y, z) = 2\arcsin ye\mathbf{e}_1 + \frac{2x}{\sqrt{1 - y^2}}\mathbf{e}_2 - 3z^2\mathbf{e}_3 \)

7. Is there a vector field \( \mathbf{F} \) on \( \mathbb{R}^3 \) such that \( \text{curl} \mathbf{F} = xy^2\mathbf{e}_1 + yz^2\mathbf{e}_2 + zx^2\mathbf{e}_3 \)? Explain.
19. Line integrals

19.1. Line integrals of scalar functions. We start with a smooth parametric curve \( \gamma \), given by a vector function
\[
\mathbf{r}(t) = x(t)\mathbf{e}_1 + y(t)\mathbf{e}_2 + z(t)\mathbf{e}_3 \quad (a \leq t \leq b).
\]
Recall that the smoothness of \( \gamma \) means that \( \mathbf{r}'(t) = x'(t)\mathbf{e}_1 + y'(t)\mathbf{e}_2 + z'(t)\mathbf{e}_3 \) is continuous and \( \mathbf{r}'(t) \neq \mathbf{0} \) when \( a < t < b \) (see §5.3). Further, suppose that \( f(x,y,z) \) is a continuous function on a set \( E \) in \( \mathbb{R}^3 \) that contains the curve \( \gamma \). In particular, \( f(x,y,z) \) is defined at each point \( (x,y,z) \) on \( \gamma \).

For each \( n \geq 1 \), set \( \Delta_n = (b - a)/n \) and define the numbers that partition \([a, b]\) into \( n \) subintervals of equal lengths:
\[
t_0 = a, \quad t_1 = a + \Delta_n, \quad t_2 = a + 2\Delta_n, \quad \ldots, \quad t_n = a + n\Delta_n = b.
\]
We write \( x_i = x(t_i), \ y_i = y(t_i), \ z_i = z(t_i) \) for the coordinates of the point \( P_i(x_i,y_i,z_i) \) that corresponds to the value \( t = t_i \) of the parameter. The points \( P_0, P_1, P_2, \ldots, P_n \) partition \( \gamma \) into \( n \) arcs: \( \gamma_1, \gamma_2, \ldots, \gamma_n \), where \( \gamma_i \) has \( P_{i-1} \) and \( P_i \) as its endpoints. Further, we pick \( n \) values of the parameter \( t_1^*, t_2^*, \ldots, t_n^* \) so that
\[
t_0 \leq t_1^* \leq t_1, \quad t_1 \leq t_2^* \leq t_2, \quad \ldots, \quad t_{n-1} \leq t_n^* \leq t_n.
\]
These yield \( n \) sample points \( P_i^*(x_i^*, y_i^*, z_i^*) \) on the curve with coordinates \( x_i^* = x(t_i^*), \ y_i^* = y(t_i^*), \ z_i^* = z(t_i^*) \). Then the line integral of \( f \) along \( \gamma \) is defined by
\[
\int_{\gamma} f(x,y,z) \, ds = \lim_{n \to \infty} \sum_{i=1}^{n} f(x_i^*, y_i^*, z_i^*) \Delta s_i, \quad \Delta s_i = \text{length}(\gamma_i), \tag{19.1}
\]
provided that the limit exists.

Recall that, by Theorem 5.1,
\[
\Delta s_i = \int_{t_{i-1}}^{t_i} \sqrt{x'(t)^2 + y'(t)^2 + z'(t)^2} \, dt.
\]
Using this formula, the above definition, the properties of continuous functions, and the definition of the definite integral, it can be shown that for continuous functions \( f \) the limit (19.1) always exists and the line integral can be expressed as a definite integral.

**Theorem 19.1.** Let \( \gamma \) be a smooth parametric curve, given by the vector function
\[
\mathbf{r}(t) = x(t)\mathbf{e}_1 + y(t)\mathbf{e}_2 + z(t)\mathbf{e}_3 \quad (a \leq t \leq b).
\]
If \( f(x,y,z) \) is continuous on \( \gamma \), then
\[
\int_{\gamma} f(x,y,z) \, ds = \int_{a}^{b} f(x(t), y(t), z(t)) \sqrt{x'(t)^2 + y'(t)^2 + z'(t)^2} \, dt. \tag{19.2}
\]

**Remarks.** 1. Using more extensively the language of vector functions, we can write (19.2) in the form
\[
\int_{\gamma} f(x,y,z) \, ds = \int_{a}^{b} f(\mathbf{r}(t)) \|\mathbf{r}'(t)\| \, dt. \tag{19.3}
\]

2. As in the cases of definite and multiple integrals, the line integral of a continuous function along a curve is related to its average value on the points of the curve:
\[
\text{average } f(x,y,z) = \frac{1}{\text{length}(\gamma)} \int_{\gamma} f(x,y,z) \, ds.
\]
In particular, by (19.2), we have

\[ \gamma \}

where \( \gamma \} is the helix

\[ x = \cos t, \quad y = \sin t, \quad z = t \quad (0 \leq t \leq T). \]

**Solution.** We have

\[
\int_\gamma \left( x^2 + y^2 + z^2 \right)^{-1} \, ds
= \int_0^T \left( \left( \cos t \right)^2 + \left( \sin t \right)^2 + t^2 \right)^{-1} \sqrt{\left( -\sin t \right)^2 + \left( \cos t \right)^2 + 1^2} \, dt
= \int_0^T (1 + t^2)^{-1} \sqrt{1 + 1} \, dt = \int_0^T \frac{\sqrt{2}}{1 + t^2} \, dt = \sqrt{2} \arctan T. \]

We have already seen on several instances that properties of plane curves or two-dimensional vectors often appear as special cases of analogous properties of space curves or three-dimensional vectors. This general principle also applies to line integrals. We just defined the line integral of a function of three variables along a space curve. Is it possible to define the line integral of a function of two variables along a plane curve? The answer to this question is in the affirmative. One way to develop the theory of such line integrals is by repeating the above definitions and reproving the above theorems with one less variable. Alternatively, we can define two-dimensional line integrals as a special case of three-dimensional line integrals. We take the latter route.

Observe that a two-variable function \( f(x, y) \) is also a three-variable function \( f(x, y, z) \) (which does not really depend on \( z \)) and that a plane curve, given by

\[ \mathbf{r}(t) = x(t)\mathbf{e}_1 + y(t)\mathbf{e}_2 \quad (a \leq t \leq b), \]

is also a space curve, given by

\[ \mathbf{r}_0(t) = x(t)\mathbf{e}_1 + y(t)\mathbf{e}_2 + 0\mathbf{e}_3 \quad (a \leq t \leq b). \quad (19.4) \]

If \( \gamma \) is the plane curve (19.4) and \( f(x, y) \) is continuous on \( \gamma \), we define the line integral of \( f \) along \( \gamma \) by

\[
\int_\gamma f(x, y) \, ds = \int_{\gamma_0} g(x, y, z) \, ds,
\]

where \( \gamma_0 \) is the space curve (19.5) and \( g(x, y, z) = f(x, y) \) for all \((x, y)\) in the domain of \( f \) and all \( z \). In particular, by (19.2), we have

\[
\int_\gamma f(x, y) \, ds = \int_a^b g(x(t), y(t), 0) \sqrt{x'(t)^2 + y'(t)^2 + 0^2} \, dt
= \int_a^b f(x(t), y(t)) \sqrt{x'(t)^2 + y'(t)^2} \, dt.
\]

That is, we have the formula

\[
\int_\gamma f(x, y) \, ds = \int_a^b f(\mathbf{r}(t)) ||\mathbf{r}'(t)|| \, dt = \int_a^b f(x(t), y(t)) \sqrt{x'(t)^2 + y'(t)^2} \, dt. \quad (19.6)
\]

Note that the vector form of (19.6) and the vector form (19.3) of (19.2) look identical; the only difference is that the vector function \( \mathbf{r}(t) \) is two-dimensional in (19.6) and three-dimensional in (19.3).
Example 19.2. Evaluate

\[ \int_{\gamma} xe^y \, ds, \]

where \( \gamma \) is the arc of the curve \( x = e^y \) from (1, 0) to (e, 1).

Solution. The curve can be parametrized by the equations

\[ x = e^t, \quad y = t \quad (0 \leq t \leq 1). \]

Hence, by (19.6),

\[ \int_{\gamma} xe^y \, ds = \int_0^1 e^t e^t \sqrt{(e^t)^2 + 1^2} \, dt = \int_0^1 e^{2t} \sqrt{e^{2t} + 1} \, dt. \]

Using the substitution \( u = e^{2t} + 1 \), we find that

\[ du = 2e^{2t} \, dt, \quad u(0) = 2, \quad u(1) = e^2 + 1, \]

and

\[ \int_0^1 e^{2t} \sqrt{e^{2t} + 1} \, dt = \int_2^{e^2+1} u^{1/2} \left( \frac{1}{2} du \right) = \frac{(e^2 + 1)^{3/2} - 2^{3/2}}{3} \approx 7.157. \]

We can easily extend the definition of line integrals to piecewise smooth curves. If \( \gamma \) is a piecewise smooth parametric curve that is the union of the smooth curves \( \gamma_1, \gamma_2, \ldots, \gamma_n \), \( \gamma = \gamma_1 \cup \gamma_2 \cup \ldots \cup \gamma_n \), we define

\[ \int_{\gamma} f(x,y,z) \, ds = \int_{\gamma_1} f(x,y,z) \, ds + \int_{\gamma_2} f(x,y,z) \, ds + \cdots + \int_{\gamma_n} f(x,y,z) \, ds. \]

Note that all the line integrals on the right side of the formula are along smooth curves and can be evaluated via the limit in (19.1) or via the integral formulas (19.2), (19.3), or (19.6).

Example 19.3. Evaluate the line integral

\[ \int_{\gamma} xy^2 \, ds \]

where \( \gamma \) is the triangle with vertices (0, 1, 2), (1, 0, 3), and (0, −1, 0).

Solution. We split \( \gamma \) into three line segments:

- \( \gamma_1 \) is the segment connecting (0, 1, 2) and (1, 0, 3):
  \[ \mathbf{r}(t) = t \langle 0, 1, 2 \rangle + (1-t) \langle 1, 0, 3 \rangle = \langle 1-t, t, 3-t \rangle \quad (0 \leq t \leq 1); \]

- \( \gamma_2 \) is the segment connecting (0, 1, 2) and (0, −1, 0):
  \[ \mathbf{r}(t) = t \langle 0, 1, 2 \rangle + (1-t) \langle 0, -1, 0 \rangle = \langle 0, 2t - 1, 2t \rangle \quad (0 \leq t \leq 1); \]

- \( \gamma_3 \) is the segment connecting (1, 0, 3) and (0, −1, 0):
  \[ \mathbf{r}(t) = t \langle 1, 0, 3 \rangle + (1-t) \langle 0, -1, 0 \rangle = \langle t, t-1, 3t \rangle \quad (0 \leq t \leq 1). \]
By (19.2),
\[
\int_{\gamma_1} xy^2 \, ds = \int_0^1 (1 - t) t^2 \sqrt{(-1)^2 + 1^2} \, dt = \frac{\sqrt{3}}{12};
\]
\[
\int_{\gamma_2} xy^2 \, ds = \int_0^1 0(2t - 1)^2 \sqrt{0^2 + 2^2} \, dt = 0;
\]
\[
\int_{\gamma_3} xy^2 \, ds = \int_0^1 t(t - 1)^2 \sqrt{1^2 + 1^2 + 3^2} \, dt = \frac{\sqrt{11}}{12} \int_0^1 (t^3 - 2t^2 + t) \, dt = \frac{\sqrt{11}}{12}.
\]
Hence,
\[
\int_{\gamma} xy^2 \, ds = \int_{\gamma_1} xy^2 \, ds + \int_{\gamma_2} xy^2 \, ds + \int_{\gamma_3} xy^2 \, ds = \frac{\sqrt{3}}{12} + \frac{\sqrt{11}}{12} \approx 0.421.
\]

19.2. **Line integrals of vector fields.** Let \(F\) be a continuous vector field defined on a piecewise smooth curve \(\gamma\) given by a vector function \(r(t), a \leq t \leq b\). We define the **line integral of \(F\) along \(\gamma\)** by
\[
\int_{\gamma} F \cdot dr = \int_{\gamma} (F \cdot T) \, ds,
\]
where \(T\) is the unit tangent vector to the curve \(\gamma\). Recall from §5.4 that the unit tangent vector \(T(t)\) at the point of \(\gamma\) corresponding to the value \(t\) of the parameter can be expressed in terms of \(r(t)\) by the formula
\[
T(t) = \frac{r'(t)}{\|r'(t)\|}.
\]
Therefore, by (19.3) or (19.6) (depending on the dimension of \(F\) and \(\gamma\)),
\[
\int_{\gamma} (F \cdot T) \, ds = \int_a^b \left( F(r(t)) \cdot \frac{r'(t)}{\|r'(t)\|} \right) \|r'(t)\| \, dt = \int_a^b F(r(t)) \cdot r'(t) \, dt.
\]
That is, we have
\[
\int_{\gamma} F \cdot dr = \int_{\gamma} (F \cdot T) \, ds = \int_a^b F(r(t)) \cdot r'(t) \, dt.
\] (19.7)

What is the meaning of this kind of line integral? Based on the interpretation that we gave to the line integral of a function, we can say that
\[
\frac{1}{\text{length}(\gamma)} \int_{\gamma} F \cdot dr = \frac{1}{\text{length}(\gamma)} \int_{\gamma} (F \cdot T) \, ds = \text{average} (F \cdot T).
\]
Recall from §2.8 that the dot product \(F \cdot T\) is the size of the projection of \(F\) onto the direction of \(T\), taken with positive or negative sign according as the projection and \(T\) point in the same direction or in opposite directions. Since \(T(t)\) is the direction of the curve at the point corresponding to the value \(t\) of the parameter, we conclude that
\[
\frac{1}{\text{length}(\gamma)} \int_{\gamma} F \cdot dr
\]
is the “average projection of \(F\) in the direction of the curve”.
Example 19.4. Evaluate

\[ \int_{\gamma} \left( y \mathbf{e}_1 + z \mathbf{e}_2 + x \mathbf{e}_3 \right) \cdot d\mathbf{r}, \]

where \( \gamma \) is the helix \( \mathbf{r}(t) = \langle 2 \cos t, 2 \sin t, 3t \rangle, \) \( 0 \leq t \leq 2\pi. \)

Solution. By (19.7),

\[
\int_{\gamma} \left( y \mathbf{e}_1 + z \mathbf{e}_2 + x \mathbf{e}_3 \right) \cdot d\mathbf{r} = \int_{0}^{2\pi} \langle 2 \sin t, 3t, 2 \cos t \rangle \cdot \langle (2 \cos t)', (2 \sin t)', (3t)' \rangle \, dt
\]

\[
= \int_{0}^{2\pi} \langle 2 \sin t, 3t, 2 \cos t \rangle \cdot \langle -2 \sin t, 2 \cos t, 3 \rangle \, dt
\]

\[
= \int_{0}^{2\pi} (-4 \sin^2 t + 6t \cos t + 6 \cos t) \, dt
\]

\[
= -2 \int_{0}^{2\pi} (1 - \cos 2t) \, dt + 6 \int_{0}^{2\pi} (t + 1) \, dt
\]

\[
= \left[ -2t + \sin 2t \right]_{0}^{2\pi} + \left[ 6(t + 1) \sin t \right]_{0}^{2\pi} - 6 \int_{0}^{2\pi} \sin t \, dt = -4\pi. \quad \Box
\]

In the above example, the parametrization of \( \gamma \) was given explicitly. However, we often have only a geometric description of the curve and have to obtain the parametrization ourselves. In such situations, it is important to remember that (19.7) is sensitive to the orientation of the curve, that is, the direction in which \( \mathbf{r}(t) \) traces the curve as \( t \) increases. Indeed, if \( \gamma_1 \) and \( \gamma_2 \) are two parametric curves that represent the same geometric curve \( \gamma \) but with opposite orientations, then

\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = -\int_{\gamma} \mathbf{F} \cdot d\mathbf{r}. \quad (19.8)
\]

That is, if we change the orientation of the curve, the line integral changes sign. This fact goes back to the property of definite integrals that

\[
\int_{a}^{b} f(x) \, dx = -\int_{b}^{a} f(x) \, dx.
\]

Because of (19.8), a geometric description of the curve must always specify its orientation.

Example 19.5. Evaluate

\[ \int_{\gamma} \left( x^2 \mathbf{e}_1 + y^2 \mathbf{e}_2 \right) \cdot d\mathbf{r}, \]

where \( \gamma \) is the right half of the ellipse \( x^2 + 4y^2 = 4 \) oriented in the counterclockwise direction.

Solution. The point \( (a, b) \) is on the given ellipse exactly when the point \( (a, 2b) \) is on the circle \( x^2 + y^2 = 4 \). Thus, we can parametrize \( \gamma \) by

\[
x = 2 \cos t, \quad y = \sin t \quad (-\pi/2 \leq t \leq \pi/2).
\]
Similarly, applying (19.7) to the vector fields $F$ we obtain

$$\int_{\gamma} (x^2 e_1 + y^2 e_2) \cdot dr = \int_{-\pi/2}^{\pi/2} ((2 \cos t)^2 e_1 + (\sin t)^2 e_2) \cdot ((2 \cos t)' e_1 + (\sin t)' e_2) \, dt$$

$$= \int_{-\pi/2}^{\pi/2} (4 \cos^2 t e_1 + \sin^2 t e_2) \cdot (-2 \sin t e_1 + \cos t e_2) \, dt$$

$$= \int_{-\pi/2}^{\pi/2} (-8 \cos^2 t \sin t + \sin^2 t \cos t) \, dt$$

$$= -8 \int_{-\pi/2}^{\pi/2} \cos^2 t \sin t \, dt + \int_{-\pi/2}^{\pi/2} \sin^2 t \cos t \, dt$$

$$= 0 + 2 \int_0^{\pi/2} \sin^2 t \cos t \, dt = 2 \int_0^1 u^2 \, du = \frac{2}{3} \quad (u = \sin t). \quad \square$$

Suppose that $F(x,y,z) = f(x,y,z)e_1$. Then (19.7) yields

$$\int_{\gamma} F \cdot dr = \int_{a}^{b} \left( f(r(t))e_1 \right) \cdot \left( x'(t)e_1 + y'(t)e_2 + z'(t)e_3 \right) \, dt = \int_{a}^{b} f(r(t))x'(t) \, dt.$$ 

Another notation for this integral is $\int_{\gamma} f(x,y,z) \, dx$, that is,

$$\int_{\gamma} f(x,y,z) \, dx = \int_{\gamma} (f e_1) \cdot dr = \int_{a}^{b} f(r(t))x'(t) \, dt. \quad (19.9)$$

Similarly, applying (19.7) to the vector fields $F(x,y,z) = f(x,y,z)e_2$ and $F(x,y,z) = f(x,y,z)e_3$, we obtain

$$\int_{\gamma} f(x,y,z) \, dy = \int_{\gamma} (f e_2) \cdot dr = \int_{a}^{b} f(r(t))y'(t) \, dt \quad (19.10)$$

and

$$\int_{\gamma} f(x,y,z) \, dz = \int_{\gamma} (f e_3) \cdot dr = \int_{a}^{b} f(r(t))z'(t) \, dt. \quad (19.11)$$

These three integrals are called the line integrals of $f$ with respect to $x$, $y$, and $z$, respectively. Since they are derived from (19.7), these integrals are also sensitive to the orientation of the curve $\gamma$ and change signs when we reverse the orientation of the curve. For example, if $\gamma_1$ and $\gamma_2$ are two parametric curves that represent the same geometric curve with opposite orientations, then

$$\int_{\gamma_1} f(x,y,z) \, dx = - \int_{\gamma_2} f(x,y,z) \, dx.$$

Note that if $F(x,y,z) = P(x,y,z)e_1 + Q(x,y,z)e_2 + R(x,y,z)e_3$, then we can use (19.9)–(19.11) to write

$$\int_{\gamma} F \cdot dr = \int_{\gamma} P(x,y,z) \, dx + \int_{\gamma} Q(x,y,z) \, dy + \int_{\gamma} R(x,y,z) \, dz.$$ 

In other words, the line integral of a vector field decomposes into a sum of the line integrals of its components with respect to the corresponding variables. The right side of the last identity is often
written as $\int_y P\,dx + Q\,dy + R\,dz$. With this notation, we can rewrite that identity in the form

$$\int_y (P\mathbf{e}_1 + Q\mathbf{e}_2 + R\mathbf{e}_3) \cdot d\mathbf{r} = \int_y P\,dx + Q\,dy + R\,dz.$$  (19.12)

**Example 19.6.** Evaluate

$$\int_y y\,dx + x\,dy + xyz\,dz,$$

where $\gamma$ is the space curve

$$x = e^t + e^{-t}, \quad y = e^t - e^{-t}, \quad z = t^2 \quad (0 \leq t \leq 1).$$

**Solution.** By (19.9)–(19.11),

$$\int_y y\,dx + x\,dy + xyz\,dz = \int_0^1 [(e^t - e^{-t}) (e^t + e^{-t})' + (e^t + e^{-t}) (e^t - e^{-t})' + (e^{2t} - e^{-2t}) t^2 (2t)]\,dt$$

$$= \int_0^1 [(e^t - e^{-t})^2 + (e^t + e^{-t})^2 + 2t^3 (e^{2t} - e^{-2t})]\,dt$$

$$= \int_0^1 (e^{2t} - 2 + e^{-2t} + e^{2t} + 2 + e^{-2t})\,dt + \int_0^1 t^3 (e^{2t} + e^{-2t})\,dt$$

$$= 2 \int_0^1 (e^{2t} + e^{-2t})\,dt + \int_0^1 t^3 (e^{2t} + e^{-2t})\,dt$$

$$= [e^{2t} - e^{-2t}]_0^1 + e^2 + e^{-2} - \frac{3}{2} \int_0^1 t^2 d(e^{2t} - e^{-2t})$$

$$= 2e^2 - \frac{3}{2} \int_0^1 t^2 (e^{2t} - e^{-2t})\,dt$$

$$= \frac{e^2 + 3e^{-2}}{2} + \frac{3}{2} \int_0^1 t\,d(e^{2t} + e^{-2t})$$

$$= \frac{e^2 + 3e^{-2}}{2} + \frac{3}{2} \int_0^1 t(e^{2t} + e^{-2t})\,dt$$

$$= 2e^2 + 3e^{-2} - \frac{3}{4} [e^{2t} - e^{-2t}]_0^1 = \frac{5e^2 + 15e^{-2}}{4}. \quad \Box$$

**Example 19.7.** Evaluate

$$\int_y (y^2 - xy)\,dx,$$

where $\gamma$ is the curve $y = \ln x$ from $(1, 0)$ towards $(e, 1)$.

**Solution.** We can parametrize $\gamma$ as

$$x = t, \quad y = \ln t \quad (1 \leq t \leq e).$$

Hence, (19.9) gives

$$\int_y (y^2 - xy)\,dx = \int_1^e ((\ln^2 t - t \ln t)\,dt.$$
Using integration by parts, we find that
\[
\int_1^e \ln^2 t \, dt = [t \ln^2 t]_1^e - \int_1^e t (2 \ln t) \, dt = e - 2 \int_1^e \ln t \, dt
\]
\[
e - 2 [\ln t]_1^e + 2 \int_1^e t (t^{-1}) \, dt = -e + 2(e - 1) = e - 2;
\]
\[
\int_1^e t \ln t \, dt = \int_1^e \ln t \, dt = \int_1^e \frac{1}{2} t^2 \, dt = \frac{1}{2} t^2 - \frac{1}{2} \int_1^e t \, dt = \frac{1}{4} (e^2 + 1).
\]
Thus, the given line integral equals \( e - 2 - \frac{1}{4} (e^2 + 1) \approx -1.379. \)

Exercises

1. Evaluate the given line integral:
   (a) \( \int \gamma x^2 y \, ds \), \( \gamma \) is given by \( r(t) = t \mathbf{e}_1 + \mathbf{e}_2 \), \( 0 \leq t \leq 1 \)
   (b) \( \int \gamma x^2 y \, ds \), \( \gamma \) is the upper half of the circle \( x^2 + y^2 = 4 \)
   (c) \( \int \gamma (xy + \ln x) \, dy \), \( \gamma \) is the arc of the curve \( y = x^{3/2} \) from (1, 1) to (0, 0)
   (d) \( \int \gamma xy \, dx - x^2 \, dy \), \( \gamma \) is the arc of the circle \( x^2 + y^2 = 4 \) from (2, 0) to (0, 2)
   (e) \( \int \gamma (xy + z^2) \, ds \), \( \gamma \) is given by \( r(t) = \cos 2t \mathbf{e}_1 + \sin 2t \mathbf{e}_2 + 3t \mathbf{e}_3 \), \( 0 \leq t \leq \pi \)
   (f) \( \int \gamma z^2 \, dx + y \, dz \), \( \gamma \) is given by \( r(t) = (t - \sin t) \mathbf{e}_1 + (1 - \cos t) \mathbf{e}_2 + \sin(t/2) \mathbf{e}_3 \), \( 0 \leq t \leq 2\pi \)
   (g) \( \int \gamma yz \, dx + 2xz \, dy - xy \, dz \), \( \gamma \) consists of the line segments from (1, 0, 0) to (1, 0, 2) to (2, 2, 2)
   (h) \( \int \gamma y^2 \, dx + x^2 \, dy + xyz \, dz \), \( \gamma \) consists of the upper half of the circle \( x^2 + y^2 = 1 \) in the \( xy \)-plane taken clockwise and the line segment from (1, 0, 0) to (0, 1, 1)

2. Evaluate the line integral \( \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} \) for the given vector field \( \mathbf{F} \) and the given curve \( \gamma \):
   (a) \( \mathbf{F}(x, y, z) = x^2 \mathbf{e}_2 - (x + y) \mathbf{e}_3 \), \( \gamma \) is the ellipse \( r(t) = 2 \mathbf{e}_1 + 3 \sin t \mathbf{e}_2 + \cos t \mathbf{e}_3 \), \( 0 \leq t \leq 2\pi \)
   (b) \( \mathbf{F}(x, y, z) = \sin x \mathbf{e}_1 + \cos y \mathbf{e}_2 - 2xyz \mathbf{e}_3 \), \( \gamma \) is given by \( r(t) = t \mathbf{e}_1 + 2t \mathbf{e}_2 + \sqrt{t} \mathbf{e}_3 \), \( 0 \leq t \leq 1 \)
   (c) \( \mathbf{F}(x, y) = x \sin y \mathbf{e}_1 + y \mathbf{e}_2 \), \( \gamma \) is the arc of the parabola \( x = y^2 \) from (1, -1) to (4, 2)
20. The fundamental theorem for line integrals

20.1. The main theorem. So far, we have been reducing line integrals to definite integrals. In the case of conservative vector fields, there is another, faster way to evaluate their line integrals. That alternative approach is based on the following theorem, known as the fundamental theorem for line integrals.

**Theorem 20.1.** Let \( \gamma \) be a piecewise smooth curve given by a vector function \( \mathbf{r}(t) \), \( a \leq t \leq b \), and let \( f(x, y, z) \) be a differentiable function, whose gradient vector field \( \nabla f \) is continuous on \( \gamma \). Then

\[
\int_{\gamma} \nabla f \cdot d\mathbf{r} = f(\mathbf{r}(b)) - f(\mathbf{r}(a)).
\]  

(20.1)

**Proof.** We have

\[
\int_{\gamma} \nabla f \cdot d\mathbf{r} = \int_{\gamma} f_x \, dx + f_y \, dy + f_z \, dz
\]

by (19.12)

\[
= \int_{t=a}^{t=b} \left( f_x(\mathbf{r}(t))x'(t) + f_y(\mathbf{r}(t))y'(t) + f_z(\mathbf{r}(t))z'(t) \right) dt
\]

by (19.9)–(19.11)

\[
= \int_{t=a}^{t=b} \frac{d}{dt} \left[ f(\mathbf{r}(t)) \right] dt
\]

by the chain rule

\[
= f(\mathbf{r}(b)) - f(\mathbf{r}(a))
\]

by the FTC \( \square \)

Suppose that \( \mathbf{F}(x, y, z) \) is a conservative vector field with potential function \( f(x, y, z) \), that is, \( \mathbf{F} = \nabla f \). Theorem 20.1 then gives

\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} \nabla f \cdot d\mathbf{r} = f(\mathbf{r}(b)) - f(\mathbf{r}(a)).
\]

This demonstrates the importance of conservative vector fields. If \( \mathbf{F} \) is conservative and its potential \( f \) is known, the evaluation of the line integral of \( \mathbf{F} \) is rather easy: all we need to do is calculate the net change of \( f \) along the curve. The next example illustrates this.

**Example 20.1.** Evaluate

\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r},
\]

where \( \mathbf{F}(x, y, z) = 2ye_1 + 2xe_2 + e_3 \) and \( \gamma \) is the curve given by \( \mathbf{r}(t) = (\sin 2t, \cos 2t, \ln(t + 1)) \), \( 0 \leq t \leq \pi \).

**Solution.** We observe that \( \mathbf{F} = \nabla g \), where \( g(x, y, z) = 2xy + z \). Hence, by (20.1),

\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} \nabla g \cdot d\mathbf{r} = g(\mathbf{r}(\pi)) - g(\mathbf{r}(0)) = g(0, 1, \ln(\pi + 1)) - g(0, 1, 0) = \ln(\pi + 1).
\]

Observe that the answer will stay the same, if we replace \( \gamma \) by any other piecewise smooth curve connecting the points \( (0, 1, 0) \) and \( (0, 1, \ln(\pi + 1)) \)! For example, the line integral of \( \mathbf{F} \) along the curve displayed on Figure 20.1 (I have no idea what its parametrization is!) will also equal \( \ln(\pi + 1) \). \( \square \)
20.2. Path independence. We just saw that if $F(x, y, z)$ is a conservative vector field, Theorem 20.1 implies that the line integral $\int_{\gamma} F \cdot dr$ depends only on the endpoints of $\gamma$. Thus, if $\gamma_1$ and $\gamma_2$ are two curves in the domain of $F$ that share the same endpoints, then

$$\int_{\gamma_1} F \cdot dr = \int_{\gamma_2} F \cdot dr,$$

that is, $\int_{\gamma} F \cdot dr$ is path independent. The next theorem says that the converse of this observation is also true: if the line integrals of $F$ are path independent, then $F$ is conservative.

**Theorem 20.2.** Let $F$ be a vector field that is continuous in an open, connected region $D$. If the line integral $\int_{\gamma} F \cdot dr$ is path independent in $D$, then $F$ is conservative in $D$.

Note that unlike Theorem 18.2, this theorem requires less of the set $D$: only that it be open and connected (as opposed to simply connected). On the other hand, the test that it provides is much more elusive: we must determine that all (infinitely many) line integrals of $F$ are path independent. This hardly seems to be a practical test. And yet, if you look up the proof of Theorem 18.2 in an advanced calculus text, you will discover that it is deduced from Theorem 20.2. Thus, every time we show that some vector field is conservative by means of Theorem 18.2, we implicitly make use of Theorem 20.2 too.

We now return to the vector field

$$F(x, y) = \frac{-y}{x^2 + y^2}e_1 + \frac{x}{x^2 + y^2}e_2,$$

which we studied in Example 18.6(c). Recall that this field is defined and differentiable everywhere but at the origin. Furthermore, we have

$$\frac{\partial}{\partial y} \left( \frac{-y}{x^2 + y^2} \right) = \frac{\partial}{\partial x} \left( \frac{x}{x^2 + y^2} \right) = \frac{y^2 - x^2}{(x^2 + y^2)^2},$$

also for all $(x, y) \neq (0, 0)$. Back in Lecture #18, we showed that this vector field is conservative on the plane cut along a half-line passing through the origin, but were unable to decide whether $F$ is conservative in its entire domain. The next example shows that, in fact, this vector field is not conservative in its full domain.

**Example 20.2.** The vector field $F(x, y) = \frac{-y}{x^2 + y^2}e_1 + \frac{x}{x^2 + y^2}e_2$ is not conservative.

**Solution.** Let $\gamma$ be the unit circle

$$x = \cos t, \quad y = \sin t \quad (0 \leq t \leq 2\pi).$$
By (19.9) and (19.10),
\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} \left( -\frac{y}{x^2 + y^2} \frac{dx}{x^2 + y^2} + \frac{x}{x^2 + y^2} \frac{dy}{x^2 + y^2} \right)
\]
\[
= \int_0^{2\pi} \left( \frac{-\sin t}{\cos^2 t + \sin^2 t} (\cos t)' + \frac{(\cos t)(\sin t)'}{\cos^2 t + \sin^2 t} \right) dt
\]
\[
= \int_0^{2\pi} \frac{(-\sin t)^2 + (\cos t)^2}{\cos^2 t + \sin^2 t} dt = 2\pi.
\]

On the other hand, if \( \mathbf{F} \) was conservative, with potential function, say \( f(x, y) \), Theorem 20.1 would give
\[
\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = f(\cos 2\pi, \sin 2\pi) - f(\cos 0, \sin 0) = f(1, 0) - f(1, 0) = 0.
\]

Since this value differs from the value of the integral we got via direct calculation, \( \mathbf{F} \) must be non-conservative.

\( \square \)

**Example 20.3.** Evaluate
\[
\int_{\gamma} -\frac{y}{x^2 + y^2} dx + \frac{x}{x^2 + y^2} dy,
\]
where \( \gamma \) is the circle \((x - 2)^2 + (y + 1)^2 = 25\), oriented counterclockwise.

**First solution (not recommended).** We just showed that the vector field
\[
\mathbf{F}(x, y) = -\frac{y}{x^2 + y^2} \mathbf{e}_1 + \frac{x}{x^2 + y^2} \mathbf{e}_2
\]
is conservative on the plane with a half-line removed and non-conservative on the plane with just the origin removed. Thus, \( \mathbf{F} \) is conservative on curves that don’t loop around the origin and non-conservative on curves that do. In particular, \( \mathbf{F} \) is not conservative on \( \gamma \), since the origin lies inside it. This means that we can’t use Theorem 20.1 to evaluate the given integral, so we go back to the methods from the last lecture.

A point \((a, b)\) is on \( \gamma \) exactly when \((a - 2, b + 1)\) is on the circle \( x^2 + y^2 = 25 \). Thus, we can derive the parametrization of \( \gamma \) from that of the latter circle: the parametric equations of \( \gamma \) are
\[
x = 2 + 5 \cos t, \quad y = -1 + 5 \sin t \quad (0 \leq t \leq 2\pi).
\]

Denote the given line integral by \( I \). By (19.9) and (19.10),
\[
I = \int_0^{2\pi} \left( \frac{(1 - 5 \sin t)(2 + 5 \cos t)'(2 + 5 \cos t)^2 + (2 + 5 \cos t)(-1 + 5 \sin t)'(2 + 5 \cos t)^2 + (-1 + 5 \sin t)^3}{(2 + 5 \cos t)^2 + (-1 + 5 \sin t)^2} \right) dt
\]
\[
= \int_0^{2\pi} \frac{(1 - 5 \sin t)(-5 \sin t)(2 + 5 \cos t)(5 \cos t)}{4 + 20 \cos t + 25 \cos^2 t + 1 - 10 \sin t + 25 \sin^2 t} dt
\]
\[
= \int_0^{2\pi} \frac{25 - 5 \sin t + 10 \cos t}{30 - 10 \sin t + 20 \cos t} dt = \int_0^{2\pi} \frac{5 - \sin t + 2 \cos t}{6 - 2 \sin t + 4 \cos t} dt.
\]

Most likely, you have not seen integrals like the last in single-variable calculus. It can be reduced to an integral of a rational function by the substitution \( u = \tan(t/2) \), but we must be extremely careful, because this substitution is not “well-behaved”. We must even be careful, if we
use mathematical software or an integral table. For example, Mathematica reports that
\[ \int_0^{2\pi} \frac{5 - \sin t + 2 \cos t}{6 - 2 \sin t + 4 \cos t} \, dt = \left[ \frac{t}{2} + \arctan \left( \frac{2}{1 - \tan(t/2)} \right) \right]_0^{2\pi} = \pi, \]
which would suggest that
\[ \int_0^{2\pi} \frac{5 - \sin t + 2 \cos t}{6 - 2 \sin t + 4 \cos t} \, dt \]
... if it wasn’t for the fact that Mathematica also proudly proclaims that
\[ \int_0^{2\pi} \frac{5 - \sin t + 2 \cos t}{6 - 2 \sin t + 4 \cos t} \, dt = 2\pi. \]
In fact, both answers that Mathematica returns are correct and our calculation between them is flawed, but this comes to show that we may want to avoid this approach...

Second solution (recommended). Recall that in the solution of the last example, we showed that
\[ \int_{\gamma_0} -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = 2\pi, \]
where \( \gamma_0 \) is the unit circle taken in the counterclockwise direction. It turns out that, although we cannot appeal to Theorem 20.1 to evaluate the given line integral directly, we can use it to show that
\[ \int_{\gamma_0} -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = \int_{\gamma_0} -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy. \]

Let \( \gamma^+ \) be the part of \( \gamma \) that lies above the \( x \)-axis and let \( \tau^+ \) be the curve that has the same endpoints as \( \gamma^+ \): \((2 \pm \sqrt{24}, 0)\), but consists of the line segment from \((2 + \sqrt{24}, 0)\) to \((1, 0)\), the upper half \( \gamma^+_0 \) of the unit circle \( \gamma_0 \), and the line segment from \((-1, 0)\) to \((2 - \sqrt{24}, 0)\) (see Figure 20.2). Also, let \( D^+ \) be the plane cut along the negative \( y \)-axis. Since \( \gamma^+ \) and \( \tau^+ \) lie \( D^+ \) and \( \mathbf{F} \) is conservative in \( D^+ \), Theorem 20.2 gives
\[ \int_{\gamma^+_0} -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = \int_{\gamma^+_0} -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy. \]

![Figure 20.2. The curves \( \gamma^+ \) and \( \tau^+ \) in \( D^+ \)](image_url)

Next, let \( \gamma^- \) be the part of \( \gamma \) that lies below the \( x \)-axis and let \( \tau^- \) be the curve that consists of the line segment from \((2 - \sqrt{24}, 0)\) to \((-1, 0)\), the lower half \( \gamma^-_0 \) of the unit circle \( \gamma_0 \), and the line...
segment from \((1, 0)\) to \((2 + \sqrt{24}, 0)\) (see Figure 20.3). Also, let \(D^-\) be the plane cut along the positive \(y\)-axis. Since \(\gamma^-\) and \(\tau^-\) lie \(D^-\) and \(\mathbf{F}\) is conservative in \(D^-\), Theorem 20.2 gives

\[
\int_{\gamma^-} \frac{-y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = \int_{\tau^-} \frac{-y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy.
\]

Combining this identity with the one before it, we get

\[
\int_{\gamma^-} \mathbf{F} \cdot d\mathbf{r} = \int_{\tau^-} \mathbf{F} \cdot d\mathbf{r} + \int_{\gamma^-} \mathbf{F} \cdot d\mathbf{r} = \int_{\tau^-} \mathbf{F} \cdot d\mathbf{r}.
\]

We break the integrals over \(\tau^+\) and \(\tau^-\) into six integrals over \(\gamma_0^-, \gamma_0^+, \) and the two horizontal edges. Each horizontal edge appears in the sum twice: once oriented from left to right and once oriented from right to left. Thus, those contributions cancel out (recall (19.8)) and we get

\[
\int_{\tau^+} \mathbf{F} \cdot d\mathbf{r} + \int_{\tau^-} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma_0^+} \mathbf{F} \cdot d\mathbf{r} + \int_{\gamma_0^-} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma_0} \mathbf{F} \cdot d\mathbf{r}.
\]

It follows that, as promised,

\[
\int_{\gamma^-} \frac{-y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = \int_{\gamma_0^-} \frac{-y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = 2\pi. \quad \Box
\]

Exercises

1. Find a potential for the given vector field and then use the fundamental theorem to evaluate \(\int_{\gamma} \mathbf{F} \cdot d\mathbf{r}\):

   (a) \(\mathbf{F}(x, y) = e^y \mathbf{e}_1 + xe^y \mathbf{e}_2\), \(\gamma\) is a smooth curve connecting \((1, 0)\) and \((2, -1)\)

   (b) \(\mathbf{F}(x, y) = (4x + \sin y) \mathbf{e}_1 + (\sin x + x \cos y) \mathbf{e}_2\), \(\gamma\) is given by \(\mathbf{r}(t) = (t - \sin t) \mathbf{e}_1 + (1 - \cos t) \mathbf{e}_2\), \(0 \leq t \leq 2\pi\)

   (c) \(\mathbf{F}(x, y) = ye^x + (x + 3y) \mathbf{e}_2\), \(\gamma\) follows the ellipse \(x^2 + 2y^2 = 5\) from \((1, 2)\) to \((- \sqrt{5}, 0)\) and then the line segment from \((- \sqrt{5}, 0)\) to \((1, -2)\)

   (d) \(\mathbf{F}(x, y, z) = (yz + x^2) \mathbf{e}_1 + (xz + 4y) \mathbf{e}_2 + (xy - 3z^2) \mathbf{e}_3\), \(\gamma\) consists of the line segments from \((1, 2, 3)\) to \((0, 2, 1)\) to \((-1, 3, 0)\) to \((3, 2, 1)\)

   (e) \(\mathbf{F}(x, y, z) = y^2 \cos z \mathbf{e}_1 + 2xy \cos z \mathbf{e}_2 - xy^2 \sin z \mathbf{e}_3\), \(\gamma\) is given by \(\mathbf{r}(t) = r^2 \mathbf{e}_1 + r^3 \mathbf{e}_2 - 2r^2 \mathbf{e}_3\), \(0 \leq t \leq 2\)
21. Green’s theorem

In this lecture we discuss the first of the three major theorems of vector calculus. It is known as Green’s theorem and provides an alternative technique for evaluation of certain line integrals.

21.1. Some definitions. First, we need to fix some terminology. A curve $\gamma$, given by $r(t)$, $a \leq t \leq b$, is called closed, if $r(a) = r(b)$. In other words, the curve is closed, if its initial point is also its terminal point (see Figure 21.1). A curve $\gamma$ is called simple, if $r(t_1) \neq r(t_2)$ whenever $t_1 \neq t_2$.

![Figure 21.1. A closed, positively oriented curve](image)

except that we allow $r(a) = r(b)$. In other words, a simple curve does not self-intersect and does not touch itself, but can be closed. For example, among the curves displayed on Figure 21.2, those in (a) and (e) are simple and those in (b)–(d) are not: the curve in (b) self-intersects at point $A$; the curve in (c) passes through its initial point before reaching its terminal point; and the curve in (d) touches itself at point $B$.

![Figure 21.2. Simple and non-simple curves](image)

It is intuitively clear (though quite difficult to prove) that a piecewise smooth, simple, closed plane curve $\gamma$ divides the plane into two sets, which we can call intuitively the interior and the exterior of $\gamma$, the interior being the bounded set and the exterior the unbounded. This fact is known as Jordan’s theorem, named after the French mathematician Camille Jordan for his work on plane curves, including this result. However, the first full proof of Jordan’s theorem was given by an American: Oswald Veblen.
Let $\gamma$ be a piecewise smooth, simple, closed curve. We say that $\gamma$ is positively oriented, if its interior lies always to the left of the point $r(t)$ as it traces the curve in the direction of increasing of $t$. For “round” curves, such as a circle or the curve on Figure 21.2(e), the positive orientation of the curve is the counterclockwise orientation. However, this is not the case for all curves: the positive orientation goes clockwise for the part of the curve on Figure 21.1 that follows immediately the initial point $r(a)$.

21.2. Green’s theorem.

**Theorem 21.1** (Green). Let $P(x, y)$ and $Q(x, y)$ have continuous first-order partials on an open set $U$. Let $\gamma$ be a positively oriented, piecewise smooth, simple, closed plane curve such that $\gamma$ and all of its interior $D$ are contained inside $U$. Then

$$\int_\gamma P \, dx + Q \, dy = \int\int_D \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dA.$$

(21.1)

In other words, Green’s theorem relates a line integral along a simple, closed plane curves to a double integral over the interior of the curve. Since we know how to evaluate double integrals this yields another possible integration technique for line integrals along closed curves. However, there is a catch: we absolutely must check the conditions of Green’s theorem before we use it. For example, we showed in Example 18.6(c) that the functions

$$P(x, y) = \frac{-y}{x^2 + y^2}, \quad Q(x, y) = \frac{x}{x^2 + y^2}$$

are differentiable and satisfy the condition $\partial P/\partial y = \partial Q/\partial x$ everywhere except at the origin. Thus, if $\gamma$ is a simple, closed curve whose interior $D$ does not contain the origin, Green’s theorem gives

$$\int_\gamma P \, dx + Q \, dy = \int\int_D \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dA = 0.$$

Note that for such a curve the application of Green’s theorem is legitimate. On the other hand, if the origin is in the interior of the curve $\gamma$, the conditions of Green’s theorem are violated (at one point) and the theorem is not applicable. Were we to apply it anyways, the result would again be that the line integral along $\gamma$ is 0. For example, such an illegitimate application of Green’s theorem yields

$$\int_{\gamma_0} \frac{-y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy = 0$$

when $\gamma_0$ is the unit circle $x^2 + y^2 = 1$. However, we know from Example 20.2 that the last integral equals $2\pi$, not 0. We see that if the functions $P(x, y)$ and $Q(x, y)$ or some of their derivatives are not defined at even a single point in the interior of the curve, Green’s theorem is not applicable and should not be used. Now, let us take a look at some of its legitimate uses.

**Example 21.1.** Evaluate

$$\int_\gamma (e^{4x} \sin x + 2y) \, dx + (x^2 + \arctan y) \, dy,$$

where $\gamma$ is the rectangle with vertices $(1, 2), (5, 2), (5, 4), (1, 4)$. 
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Solution. We have \( P(x, y) = e^{4x} \sin x + 2y \) and \( Q(x, y) = x^2 + \arctan y \). The partials of these functions are:

\[
P_x(x, y) = (4 \sin x + \cos x)e^{4x}, \quad P_y(x, y) = 2, \quad Q_x(x, y) = 2x, \quad Q_y(x, y) = \frac{1}{1 + y^2}.
\]

Since these are all continuous everywhere, the open set \( U \) in the statement of Green’s theorem can be taken to be \( \mathbb{R}^2 \). We can therefore apply Green’s theorem. We get

\[
\int_C \left( e^{4x} \sin x + 2y \right) \, dx + \left( x^2 + \arctan y \right) \, dy = \int_D \left( 2x - 2 \right) \, dA
\]

\[
= \int_1^5 \int_2^4 (2x - 2) \, dy \, dx
\]

\[
= \int_1^5 2(2x - 2) \, dx = 2 \left[ x^2 - 2x \right]_1^5 = 32.
\]

Here, \( D \) denotes the rectangle \([1, 5] \times [2, 4]\).

Example 21.2. Evaluate

\[
\int_\gamma \left( e^{4x} \sin x + 2y \right) \, dx + \left( x^2 + \arctan y \right) \, dy,
\]

where \( \gamma \) is the boundary of the semiannular region shown on Figure 21.3 (the radii of the two semicircles are 2 and 3).

![Figure 21.3. The region D](image)

Solution. The integrand is the same as in the previous problem, but the curve is different. We can appeal to Green’s theorem for the same reasons as in the previous example. We get

\[
\int_\gamma \left( e^{4x} \sin x + 2y \right) \, dx + \left( x^2 + \arctan y \right) \, dy = \int_D \left( 2x - 2 \right) \, dA,
\]

where \( D \) is the semiannular region shown on Figure 21.3. Note that this region is conveniently described in polar coordinates:

\[
D = \{(r, \theta) : 2 \leq r \leq 3, \ -\pi/2 \leq \theta \leq \pi/2 \}.
\]
Thus, by converting the double integral to polar coordinates, we obtain
\[
\int_{\gamma} (e^{ax} \sin x + 2y) \, dx + (x^2 + \arctan y) \, dy = \int_{2}^{3} \int_{-\pi/2}^{\pi/2} (2r \cos 0 - 2) r \, d\theta \, dr \\
= \int_{2}^{3} \left[(2r \sin 0 - 20) r \right]_{-\pi/2}^{\pi/2} \, dr \\
= \int_{2}^{3} (4r^2 - 2\pi r) \, dr = 25\frac{1}{3} - 5\pi. \quad \Box
\]

In the above examples, we used Green’s theorem to evaluate line integrals by means of double integrals. However, Green’s theorem is a relation between the line integral and the double integral appearing in (21.1) that can be used in either direction. Sometimes, we want to use Green’s theorem to evaluate a double integral by means of a line integral. For example, under the assumption of Theorem 21.1, we have
\[
\int_{\gamma} x \, dy = \iint_{D} \left( \partial_{x} (x) - \partial_{y} (0) \right) \, dA = \iint_{D} 1 \, dA = \text{area}(D), \\
\int_{\gamma} (-y) \, dx = \iint_{D} \left( \partial_{x} (0) - \partial_{y} (-y) \right) \, dA = \iint_{D} 1 \, dA = \text{area}(D).
\]

In other words, we have the following new formulas for the area enclosed by a simple, closed curve.

**Theorem 21.2.** Let \( D \) be a plane region, bounded by a piecewise smooth, simple, closed curve \( \gamma \). Then
\[
\text{area}(D) = \int_{\gamma} x \, dy = \int_{\gamma} (-y) \, dx = \frac{1}{2} \int_{\gamma} x \, dy - y \, dx. \tag{21.2}
\]

**Example 21.3.** Find the area enclosed by the ellipse \( \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \).

**Solution.** We will use formula (21.2) and the parametric representation of the ellipse:
\[
x = a \cos t, \quad y = b \sin t \quad (0 \leq t \leq 2\pi).
\]

By (21.2),
\[
\text{area}(D) = \frac{1}{2} \int_{\gamma} x \, dy - y \, dx = \frac{1}{2} \int_{0}^{2\pi} [(a \cos t)(b \cos t) - (b \sin t)(-a \sin t)] \, dt \\
= \frac{1}{2} \int_{0}^{2\pi} ab (\cos^2 t + \sin^2 t) \, dt = \frac{1}{2} \int_{0}^{2\pi} ab \, dt = \pi ab. \quad \Box
\]

21.3. **Vector forms of Green’s theorem**. We can use the curl and divergence of a vector field to give alternative formulations of Green’s theorem. Suppose that \( \gamma \) is a positively oriented, piecewise smooth, simple, closed curve with parametrization
\[
\mathbf{r}(t) = x(t) \mathbf{e}_1 + y(t) \mathbf{e}_2 + 0 \mathbf{e}_3 \quad (a \leq t \leq b),
\]
that is, \( \gamma \) is a plane curve viewed as a space curve. Further, consider the vector field
\[
\mathbf{F}(x, y, z) = P(x, y) \mathbf{e}_1 + Q(x, y) \mathbf{e}_2 + 0 \mathbf{e}_3.
\]
By (19.12),
\[ \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} P(x,y) \, dx + Q(x,y) \, dy. \]

Also, by the definition of curl,
\[ \text{curl } \mathbf{F} = \left( \frac{\partial Q}{\partial y} - \frac{\partial P}{\partial z} \right) \mathbf{e}_1 + \left( \frac{\partial P}{\partial z} - \frac{\partial Q}{\partial x} \right) \mathbf{e}_2 + \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \mathbf{e}_3, \]

because \( P(x,y) \) and \( Q(x,y) \) do not depend on \( z \). Thus, we can rewrite (21.1) as
\[ \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \iint_{D} (\text{curl } \mathbf{F}) \cdot \mathbf{e}_3 \, dA. \] (21.3)

Another formulation of Green’s theorem involves the vector field
\[ \mathbf{G}(x,y,z) = Q(x,y) \mathbf{e}_1 - P(x,y) \mathbf{e}_2 + 0 \mathbf{e}_3, \]
which is orthogonal to the vector field \( \mathbf{F} \) that we used in (21.3):
\[ \mathbf{F} \cdot \mathbf{G} = P(x,y)Q(x,y) + Q(x,y)(-P(x,y)) + 0 = 0. \]

Note that
\[ \text{div } \mathbf{F} = \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y}. \]

Also, by (19.7),
\[ \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} (\mathbf{F} \cdot \mathbf{T}) \, ds, \]
where \( \mathbf{T} \) is the unit tangent vector to \( \gamma \). It is a nice exercise to try to use the properties of the dot product to convince yourself that
\[ \mathbf{n}(t) = \frac{y'(t)\mathbf{e}_1 - x'(t)\mathbf{e}_2}{\sqrt{x'(t)^2 + y'(t)^2}} \]
is a unit vector that is normal to the curve \( \gamma \) and points towards the exterior of the curve; it is called the outward normal vector of \( \gamma \). Since \( \mathbf{F} \cdot \mathbf{T} = \mathbf{G} \cdot \mathbf{n} \), we get
\[ \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{\gamma} (\mathbf{G} \cdot \mathbf{n}) \, ds, \]
and we can restate (21.1) as
\[ \int_{\gamma} (\mathbf{G} \cdot \mathbf{n}) \, ds = \iint_{D} \text{div } \mathbf{G} \, dA. \] (21.4)

Exercises
1. (a) Let \( \gamma \) be the square with vertices (1, 1), (2, 1), (2, 2), and (1, 2). Parametrize \( \gamma \) and use the formulas from Lecture #19 to evaluate the integral
\[ \int_{\gamma} x^2y \, dx + xy^2 \, dy. \]

(b) Evaluate the integral from part (a) by means of Green’s theorem.
2. Use Green’s theorem to evaluate the given line integral (all the curves are assumed positively oriented):

(a) \( \int_{\gamma} y^3 \, dx - x^3 \, dy \), \( \gamma \) is the circle \( x^2 + y^2 = 4 \)

(b) \( \int_{\gamma} (xy + \tan x) \, dx + \left( x^2 + e^{\cos y} \right) \, dy \), \( \gamma \) is the boundary of the region bounded by \( y = x \) and \( y = x^2 \)

(c) \( \int_{\gamma} xy^3 \, dx + 4x^2y^2 \, dy \), \( \gamma \) is consists of the semicircle \( x = \sqrt{y-y^2} \) and the line segment from \((0, 3)\) to \((0, -3)\)

(d) \( \int_{\gamma} (xy^2 + \sin x^2) \, dx + ((x^2 + y^2)^{3/2} + \arctan y) \, dy \), \( \gamma \) is the boundary of region bounded by the semicircle \( y = \sqrt{4-x^2} \) and the lines \( y = x \) and \( y = -\sqrt{3}x \)

(e) \( \int_{\gamma} e^y \sin y \, dx + e^x \cos y \, dy \), \( \gamma \) is the ellipse \((x+1)^2 + 5(y-2)^2 = 7\)

3. Use Green’s theorem to evaluate the line integral \( \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} \) for the given field \( \mathbf{F}(x, y) \) and the given curve \( \gamma \):

(a) \( \mathbf{F}(x, y) = (y^{3/2} + x) \mathbf{e}_1 + (x^2 + y) \mathbf{e}_2 \), \( \gamma \) consists of the graph of \( y = \sin^2 x \) from \((0, 0)\) to \((\pi, 0)\) and the line segment from \((\pi, 0)\) to \((0, 0)\)

(b) \( \mathbf{F}(x, y) = (x^3 + y) \mathbf{e}_1 + (2xy + y^4) \mathbf{e}_2 \), \( \gamma \) is the cardioid \( r = 2 + \cos \theta \), positively oriented

(c) \( \mathbf{F}(x, y) = x \mathbf{e}_1 + (x^3 + 3xy^2) \mathbf{e}_2 \), \( \gamma \) consists of the graph of \( y = 4 - x^2 \) from \((-2, 0)\) to \((2, 0)\) and the line segment from \((2, 0)\) to \((-2, 0)\)

4. When the circle \( x^2 + (y-1)^2 = 1 \) is rolled along the \( x \)-axis in the positive direction, the point whose original position is the origin traces a curve called a cycloid (see Figure 21.4). This curve can be parametrized by the vector function

\[
\mathbf{r}(t) = (t - \sin t) \mathbf{e}_1 + (1 - \cos t) \mathbf{e}_2 \quad (t \geq 0).
\]

Use Theorem 21.2 to find the area bounded by the \( x \)-axis and the first arc of the cycloid (that is, the part of the cycloid with \( 0 \leq t \leq 2\pi \)).

![Figure 21.4. Cycloid](image)

5. When a circle of radius 1 is rolled along the outside of the circle \( x^2 + y^2 = 4 \) a fixed point on the smaller circle traces a curve called an epicycloid (see Figure 21.5). This curve can be parametrized by the vector function

\[
\mathbf{r}(t) = (3 \cos t - \cos 3t) \mathbf{e}_1 + (3 \sin t - \sin 3t) \mathbf{e}_2 \quad (0 \leq t \leq 2\pi).
\]

Use Theorem 21.2 to find the area enclosed by this epicycloid.

![Figure 21.5. Epicycloid](image)

![Figure 21.6. Hypocycloid](image)

![Figure 21.7. Astroid](image)
6. When a circle of radius 1 is rolled along the inside of the circle \(x^2 + y^2 = 9\) a fixed point on the smaller circle traces a curve called a hypocycloid (see Figure 21.6). This curve can be parametrized by the vector function

\[
\mathbf{r}(t) = (2 \cos t + \cos 2t)\mathbf{e}_1 + (2 \sin t - \sin 2t)\mathbf{e}_2 \quad (0 \leq t \leq 2\pi).
\]

Use Theorem 21.2 to find the area enclosed by this hypocycloid.

7. When a circle of radius 1 is rolled along the inside of the circle \(x^2 + y^2 = 16\) a fixed point on the smaller circle traces a different kind of hypocycloid called also an astroid (see Figure 21.7). This curve can be parametrized by the vector function

\[
\mathbf{r}(t) = (3 \cos t + \cos 3t)\mathbf{e}_1 + (3 \sin t - \sin 3t)\mathbf{e}_2 \quad (0 \leq t \leq 2\pi).
\]

Use Theorem 21.2 to find the area enclosed by this astroid.
22. Surface integrals

22.1. Surface integrals of scalar functions. We start with a smooth parametric surface \( \Sigma \), given by the vector function
\[
\mathbf{r}(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \quad ((u, v) \in D).
\]
Recall that the smoothness of \( \Sigma \) means that \( \mathbf{r}_u(u, v) \) and \( \mathbf{r}_v(u, v) \) are continuous and \( (\mathbf{r}_u \times \mathbf{r}_v)(u, v) \neq 0 \) in \( D \) (see \S 10.3). Further, suppose that \( f(x, y, z) \) is a continuous function on a set \( E \) in \( \mathbb{R}^3 \) that contains the curve \( \Sigma \). In particular, \( f(x, y, z) \) is defined at each point \((x, y, z)\) on \( \Sigma \).

For simplicity, we shall assume that \( D \) is a rectangle in the \( uv\)-plane: \( D = [a, b] \times [c, d] \). We can treat the general case similarly, but there are more technical details to pay attention to and little extra insight to gain. For each \( n \geq 1 \), let \( a = u_0 < u_1 < \cdots < u_n = b \) be the points that divide the interval \([a, b]\) into \( n \) subintervals of equal lengths; let \( c = v_0 < v_1 < \cdots < v_n = d \) be the points that divide the interval \([c, d]\) into \( n \) subintervals of equal lengths. The points
\[
(u_0, v_0) \quad (u_1, v_0) \quad \cdots \quad (u_{n-1}, v_0) \quad (u_n, v_0),
\]
\[
(u_0, v_1) \quad (u_1, v_1) \quad \cdots \quad (u_{n-1}, v_1) \quad (u_n, v_1),
\]
\[
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots\]
\[
(u_0, v_n) \quad (u_1, v_n) \quad \cdots \quad (u_{n-1}, v_n) \quad (u_n, v_n),
\]
define a partition of the rectangle \( D \) into \( n^2 \) congruent subrectangles. The vector function \( \mathbf{r} \) maps each of those small rectangles to a small “patch” on \( \Sigma \) and each grid point \((u_i, v_j)\) to a point \( P_{ij} \) on the surface. The patches form a partition of \( \Sigma \) into \( n^2 \) pieces, which we label as \( \Sigma_{ij}, \quad 1 \leq i, j \leq n, \) so that \( \Sigma_{ij} \) is the image of the rectangle that has \((u_i, v_j)\) as its upper right corner point. Further, we pick \( n^2 \) sample points \((u_i^*, v_j^*)\) so that
\[
u_{i-1} \leq u_i^* \leq u_i, \quad v_{j-1} \leq v_j^* \leq v_j.
\]
These yield \( n^2 \) sample points \( P_{ij}^* \) on the surface, with coordinates \( x_{ij}^* = x(u_i^*, v_j^*), \quad y_{ij}^* = y(u_i^*, v_j^*), \quad z_{ij}^* = z(u_i^*, v_j^*) \). Then the surface integral of \( f \) over \( \Sigma \) is defined by
\[
\iint_{\Sigma} f(x, y, z) \, dS = \lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} f(x_{ij}^*, y_{ij}^*, z_{ij}^*) \cdot \Delta S_{ij}, \quad \Delta S_{ij} = \text{area}(\Sigma_{ij}), \quad (22.1)
\]
powered that the limit exists.

Recall that, by Theorem 17.1,
\[
\Delta S_{ij} = \int_{D_{ij}} ||\mathbf{r}_u \times \mathbf{r}_v|| \, dA,
\]
where \( D_{ij} \) is the rectangle in the \( uv\)-plane whose image is \( \Sigma_{ij} \). Using this formula, the above definition, the properties of continuous functions, and the definition of the double integral, it can be shown that for continuous functions \( f \) the limit (22.1) always exists and the surface integral can be expressed as a double integral.

**Theorem 22.1.** Let \( \Sigma \) be a smooth parametric surface, given by the vector function
\[
\mathbf{r}(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \quad ((u, v) \in D).
\]
If \( f(x, y, z) \) is continuous on \( \Sigma \), then

\[
\int\int_{\Sigma} f(x, y, z) \, dS = \int\int_{D} f(\mathbf{r}(u, v)) \|\mathbf{r}_u \times \mathbf{r}_v\| \, dA. \tag{22.2}
\]

Similarly to line integrals, we can extend the above definition of the surface integral to piecewise smooth surfaces. If \( \Sigma \) is a piecewise smooth surface that is the union of the smooth surfaces \( \Sigma_1, \Sigma_2, \ldots, \Sigma_n, \Sigma = \Sigma_1 \cup \Sigma_2 \cup \cdots \cup \Sigma_n \), then we define

\[
\int\int_{\Sigma} f(x, y, z) \, dS = \int\int_{\Sigma_1} f(x, y, z) \, dS + \int\int_{\Sigma_2} f(x, y, z) \, dS + \cdots + \int\int_{\Sigma_n} f(x, y, z) \, dS.
\]

**Remark.** Like all other types of integrals we have encountered so far, the surface integral can be interpreted in terms of averages. In this case, we are dealing with the average value of the function on the surface:

\[
\text{average } f(x, y, z) = \frac{1}{\text{area}(\Sigma)} \int\int_{\Sigma} f(x, y, z) \, dS. \tag{22.3}
\]

**Example 22.1.** Evaluate

\[
\int\int_{\Sigma} xy \, dS,
\]

where \( \Sigma \) is the graph of \( z = \frac{1}{2}(x^{3/2} + y^{3/2}) \) over the rectangle \( 0 \leq x, y \leq 1 \).

**Solution.** The surface can be parametrized by the vector function

\[
\mathbf{r}(u, v) = u\mathbf{e}_1 + v\mathbf{e}_2 + \frac{2}{3}(u^{3/2} + v^{3/2})\mathbf{e}_3 \quad (0 \leq u, v \leq 1).
\]

Hence,

\[
\mathbf{r}_u(u, v) = \mathbf{e}_1 + 0\mathbf{e}_2 + u^{1/2}\mathbf{e}_3, \quad \mathbf{r}_v(u, v) = 0\mathbf{e}_1 + \mathbf{e}_2 + v^{1/2}\mathbf{e}_3,
\]

and

\[
\mathbf{r}_u \times \mathbf{r}_v = \begin{vmatrix}
\mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\
1 & 0 & u^{1/2} \\
0 & 1 & v^{1/2}
\end{vmatrix} = \begin{vmatrix}
u^{1/2} & 1 & 0 \\
0 & v^{1/2} & 1 \\
1 & 0 & 1
\end{vmatrix} \mathbf{e}_3 = -u^{1/2}\mathbf{e}_1 - v^{1/2}\mathbf{e}_2 + \mathbf{e}_3.
\]

Applying (22.2), we get

\[
\int\int_{\Sigma} xy \, dS = \int_{0}^{1} u\int_{0}^{1} v\sqrt{u+v+1} \, dA = \int_{0}^{1} v\int_{0}^{1} u\sqrt{u+v+1} \, du \, dv. \tag{*}
\]

Using the integration by parts, we find that

\[
\int_{0}^{1} u\sqrt{u+v+1} \, du = \frac{2}{3}\int_{0}^{1} u \, d(u+v+1)^{3/2} = \frac{2}{3}\left[\frac{2}{3}u(u+v+1)w^{3/2}\right]_{0}^{1} - \frac{2}{3}\int_{0}^{1} (u+v+1)^{3/2} \, du
\]

\[
= \frac{2}{3}v^{3/2} - \frac{2}{3}\left[\frac{2}{3}u(u+v+1)^{5/2}\right]_{0}^{1} = \frac{2}{3}(v+2)^{3/2} - \frac{4}{15}(v+2)^{5/2} + \frac{4}{15}(v+1)^{5/2}.
\]
Inserting the result back into (*) and using another integration by parts, we obtain
\[
\int_S xy \, dS = \int_0^1 v [\frac{2}{3}(v + 2)^{3/2} - \frac{4}{15}(v + 2)^{5/2} + \frac{4}{15}(v + 1)^{5/2}] \, dv
\]
\[
= \int_0^1 vd\left(\frac{4}{15}(v + 2)^{5/2} - \frac{8}{105}(v + 2)^{7/2} + \frac{8}{105}(v + 1)^{7/2}\right)
\]
\[
= \left[\frac{2}{15}(v + 2)^{7/2} - \frac{2}{105}(v + 2)^{9/2} + \frac{2}{105}(v + 1)^{9/2}\right]_0^1
\]
\[
= \frac{4}{15} \left(3^{5/2} - \frac{2}{7}3^{7/2} + \frac{2}{7}2^{7/2}\right) - \frac{4}{15} \left[\frac{2}{7}(v + 2)^{7/2} - \frac{4}{63}(v + 2)^{9/2} + \frac{4}{63}(v + 1)^{9/2}\right]
\]
\[
= \frac{4}{15} (9\sqrt{3} + 16\sqrt{2}) - \frac{8}{105} \left(81\sqrt{3} - 8\sqrt{2} - 2\right) \approx 0.372.
\] 

**22.2. Surface integrals of vector fields.**

**Definition.** Let \( F \) be a continuous vector field defined on an oriented surface \( \Sigma \) with unit normal vector \( n \). Then the **surface integral of \( F \) over \( \Sigma \)** is
\[
\int\int_{\Sigma} F \cdot dS = \int\int_{\Sigma} (F \cdot n) \, dS.
\] (22.4)

**Remark.** Since \( F \cdot n \) is the size of the projection of \( F \) in the direction of \( n \), we can interpret the surface integral of \( F \) as the average size of its projection onto the direction of orientation of \( \Sigma \).

Suppose that the surface is given by the vector function
\[
r(u, v) = x(u, v)e_1 + y(u, v)e_2 + z(u, v)e_3 \quad ((u, v) \in D),
\]
and that it is oriented using the unit normal vector
\[
n(u, v) = \frac{r_u \times r_v}{\|r_u \times r_v\|}.
\]
Combining (22.4) and (22.2), we get
\[
\int\int_{\Sigma} F \cdot dS = \int\int_{\Sigma} (F \cdot n) \, dS = \int\int_{\Sigma} \left(F \cdot \frac{r_u \times r_v}{\|r_u \times r_v\|}\right) \, dS
\]
\[
= \int\int_{D} \left(F \cdot \frac{r_u \times r_v}{\|r_u \times r_v\|}\right) \|r_u \times r_v\| \, dA = \int\int_{D} (F \cdot (r_u \times r_v)) \, dA.
\] (22.5)

In particular, when \( \Sigma \) is the graph \( z = f(x, y) \), \((x, y) \in D\), with the upward orientation (recall Example 10.7), we obtain
\[
\int\int_{\Sigma} (Pe_1 + Qe_2 + Re_3) \cdot dS = \int\int_{D} \left(-P(x, y)f_x(x, y) - Q(x, y)f_y(x, y) + R(x, y)\right) \, dA.
\] (22.6)

**Example 22.2.** Evaluate
\[
\int\int_{\Sigma} (xe_1 - 2ye_2 + ze_3) \cdot dS,
\]
where \( \Sigma \) is the elliptic paraboloid \( z = 4 - 2x^2 - 2y^2 \), \( z \geq 0 \), with the upward orientation.
Solution. Condition \( z \geq 0 \) restricts \( x, y \) to the circle
\[
4 - 2x^2 - 2y^2 \geq 0 \quad \iff \quad x^2 + y^2 \leq 2.
\]
Since we are using the upward orientation, we can appeal to (22.6). We have
\[
\partial_z (4 - 2x^2 - 2y^2) = -4x, \quad \partial_x (4 - 2x^2 - 2y^2) = -4y,
\]
so (22.6) gives
\[
\oint_{\Sigma} (xe_1 - 2ye_2 + ze_3) \cdot dS = \iint_{x^2 + y^2 \leq 2} (4x^2 - 8y^2 + z(x, y)) \, dA
\]
\[
= \iint_{x^2 + y^2 \leq 2} (4x^2 - 8y^2 + 4 - 2x^2 - 2y^2) \, dA
\]
\[
= \iint_{x^2 + y^2 \leq 2} (4 + 2x^2 - 10y^2) \, dA.
\]
Converting the double integral to polar coordinates, we obtain
\[
\oint_{\Sigma} (xe_1 - 2ye_2 + ze_3) \cdot dS = \int_0^{2\pi} \int_0^\sqrt{2} \left(4 + 2r^2 \cos^2 0 - 10r^2 \sin^2 0\right) r \, dr \, d\theta
\]
\[
= \int_0^{2\pi} \left[2r^2 + \frac{1}{2}r^4 \cos^2 2 - \frac{5}{2}r^4 \sin^2 0\right] \, d\theta
\]
\[
= \int_0^{2\pi} (4 + 2 \cos^2 0 - 10 \sin^2 0) \, d\theta
\]
\[
= \int_0^{2\pi} (4 + (1 + \cos 20) - 5(1 - \cos 20)) \, d\theta = 0. \quad \square
\]

Example 22.3. Evaluate
\[
\oint_{\Sigma} (xe_1 + xe_2 + ye_3) \cdot dS,
\]
where \( \Sigma \) is the hemisphere \( x^2 + y^2 + z^2 = 25, \ y \geq 0 \), oriented in the direction of the positive \( y \)-axis.

Solution. It’s best to represent the hemisphere in spherical coordinates:
\[
r(0, \phi) = 5 \cos 0 \sin \phi e_1 + 5 \sin 0 \sin \phi e_2 + 5 \cos \phi e_3 \quad (0 \leq 0, \phi \leq \pi).
\]
Then
\[
r_0 = -5 \sin 0 \sin \phi e_1 + 5 \cos 0 \sin \phi e_2,
\]
\[
r_\phi = 5 \cos 0 \cos \phi e_1 + 5 \sin 0 \cos \phi e_2 - 5 \sin \phi e_3;
\]
\[
r_0 \times r_\phi = -25 \sin^2 0 \sin \phi \cos \phi (e_1 \times e_2) + 25 \sin 0 \sin^2 \phi (e_1 \times e_3)
\]
\[
+ 25 \cos^2 0 \sin \phi \cos \phi (e_2 \times e_1) - 25 \cos 0 \sin^2 \phi (e_2 \times e_3)
\]
\[
= -25 \cos 0 \sin^2 \phi e_1 - 25 \sin 0 \sin^2 \phi e_2 - 25 \sin \phi \cos \phi e_3
\]
\[
= -25 \sin \phi (\cos 0 \sin \phi e_1 + \sin 0 \sin \phi e_2 + \cos \phi e_3).
\]
Note that the vector $\mathbf{r}_\theta \times \mathbf{r}_\phi$ has a negative second component for all $0, \phi$ with $0 \leq 0, \phi \leq \pi$. Therefore, we can orient $\Sigma$ in the direction of the positive $y$-axis by taking
\[
\mathbf{n} = \frac{- (\mathbf{r}_\theta \times \mathbf{r}_\phi)}{\|\mathbf{r}_\theta \times \mathbf{r}_\phi\|} = \frac{\mathbf{r}_\phi \times \mathbf{r}_0}{\|\mathbf{r}_\phi \times \mathbf{r}_0\|}.
\]
With this choice, we have
\[
\mathbf{F}(\mathbf{r}(0, \phi)) = 25 \cos 0 \sin \phi \cos \phi \mathbf{e}_1 + 5 \cos 0 \sin \phi \mathbf{e}_2 + 5 \sin 0 \sin \phi \mathbf{e}_3
\]
\[
= 5 \sin \phi (5 \cos 0 \cos \phi \mathbf{e}_1 + \cos 0 \mathbf{e}_2 + \sin 0 \mathbf{e}_3),
\]
\[
\mathbf{F}(\mathbf{r}(0, \phi)) \cdot (\mathbf{r}_\phi \times \mathbf{r}_0) = 125 \sin^2 \phi \left( 5 \cos^2 0 \sin \phi \cos \phi + \sin 0 \cos 0 \sin \phi + \sin 0 \cos \phi \right).
\]
Thus, (22.5) yields
\[
\int \int_{\Sigma} \mathbf{F} \cdot d\mathbf{S} = \int_{0 \leq \theta, \phi \leq \pi} 125 \sin^2 \phi (5 \cos^2 0 \sin \phi \cos \phi + \sin 0 \cos 0 \sin \phi + \sin 0 \cos \phi) dA
\]
\[
= 125 \int_0^\pi \int_0^\pi (5 \cos^2 0 \sin^3 \phi \cos \phi + \sin 0 \cos 0 \sin^3 \phi + \sin 0 \sin^2 \phi \cos \phi) d\theta d\phi.
\]
We now use that
\[
\int_0^\pi \cos^2 0 d\phi = \frac{\pi}{2}, \quad \int_0^\pi \sin 0 \cos 0 d\theta = 0, \quad \int_0^\pi \sin 0 d\theta = 2.
\]
Substituting these values in the iterated integral above, we obtain
\[
\int \int_{\Sigma} \mathbf{F} \cdot d\mathbf{S} = 125 \int_0^\pi (2.5 \pi \sin^3 \phi \cos \phi + 2 \sin^2 \phi \cos \phi) d\phi
\]
\[
= 125 \int_0^0 (2.5 \pi u^3 + 2u^2) du = 0.
\]
over $\Sigma$ with upward orientation.

**Solution.** We have
\[
\mathbf{r}_u = \cos v \mathbf{e}_1 + \sin v \mathbf{e}_2, \quad \mathbf{r}_v = -u \sin v \mathbf{e}_1 + u \cos v \mathbf{e}_2 + \mathbf{e}_3;
\]
\[
\mathbf{r}_u \times \mathbf{r}_v = u \cos^2 v (\mathbf{e}_1 \times \mathbf{e}_2) + \cos v (\mathbf{e}_1 \times \mathbf{e}_3) - u \sin^2 v (\mathbf{e}_2 \times \mathbf{e}_1) + \sin v (\mathbf{e}_2 \times \mathbf{e}_3)
= \sin v \mathbf{e}_1 - \cos v \mathbf{e}_2 + u \mathbf{e}_3.
\]

Note that the vector $\mathbf{r}_u \times \mathbf{r}_v$ has a positive third component for all $u$ with $0 \leq u \leq 1$. Therefore, we can orient $\Sigma$ in the upward direction by the unit normal vector
\[
\mathbf{n} = \frac{\mathbf{r}_u \times \mathbf{r}_v}{\|\mathbf{r}_u \times \mathbf{r}_v\|}.
\]

With this choice, we have
\[
\mathbf{F}(\mathbf{r}(u, v)) = u \cos v \sqrt{1 + u^2} \mathbf{e}_1 + u \sin v \sqrt{1 + u^2} \mathbf{e}_2 + u v (\cos v + \sin v) \mathbf{e}_3
\]
\[
\mathbf{F}(\mathbf{r}(u, v)) \cdot (\mathbf{r}_u \times \mathbf{r}_v) = u^2 v (\cos v + \sin v).
\]

Thus, (22.5) yields
\[
\iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S} = \int_0^\pi \int_0^1 u^2 v (\cos v + \sin v) \, dv \, du = \frac{1}{3} \left[ v (\sin v - \cos v) \right]_0^\pi - \frac{1}{3} \int_0^\pi (\sin v - \cos v) \, dv = \frac{\pi}{3} - \frac{2}{3}.
\]

**Exercises**

1. Evaluate the surface integral $\iint_{\Sigma} xy \, d\Sigma$, where $\Sigma$ is the surface
   \[z = 1 + 2x + 3y, \quad 0 \leq x \leq 3, \quad 0 \leq y \leq 2,
   \]
   that is, the part of the plane $z = 1 + 2x + 3y$ that lies above the rectangle $[0, 3] \times [0, 2]$.

2. Evaluate the surface integral $\iint_{\Sigma} x^2 z^2 \, d\Sigma$, where $\Sigma$ is the surface
   \[z = \sqrt{x^2 + y^2}, \quad 1 \leq x^2 + y^2 \leq 4,
   \]
   that is, the part of the cone $z^2 = x^2 + y^2$ that lies between the planes $z = 1$ and $z = 2$.

3. Evaluate the surface integral $\iint_{\Sigma} (x^2 y + y^2 z) \, d\Sigma$, where $\Sigma$ is the hemisphere $x^2 + y^2 + z^2 = 4, \ z \geq 0$, that is, the parametric surface given by
   \[
   \mathbf{r}(u, v) = 2 \cos u \sin v \mathbf{e}_1 + 2 \sin u \sin v \mathbf{e}_2 + 2 \cos v \mathbf{e}_3, \quad 0 \leq u \leq 2\pi, \ 0 \leq v \leq \pi/2.
   \]

4. Evaluate the surface integral $\iint_{\Sigma} (x^2 y + y^2 z) \, d\Sigma$, where $\Sigma$ is the part of the cylinder $x^2 + y^2 = 9$ that lies between the planes $z = 0$ and $z = 2$, that is, the parametric surface given by
   \[
   \mathbf{r}(u, v) = 3 \cos u \sin v \mathbf{e}_1 + 3 \sin u \sin v \mathbf{e}_2 + \mathbf{e}_3, \quad 0 \leq u \leq 2\pi, \ 0 \leq v \leq \pi/2.
   \]

5. Evaluate the surface integral $\iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S}$, where $\mathbf{F}(x, y, z) = x \mathbf{e}_1 + y \mathbf{e}_2 + z \mathbf{e}_3$ and $\Sigma$ is the part of the paraboloid $z = 4 - x^2 - y^2$ that lies above the square $0 \leq x, y \leq 1$ and is oriented upward.

6. Evaluate the surface integral $\iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S}$, where $\mathbf{F}(x, y, z) = x \mathbf{e}_1 - y \mathbf{e}_2 + z \mathbf{e}_3$ and $\Sigma$ is the part of the plane $x + y + z = 1$ in the first octant with the upward orientation.
7. Evaluate the surface integral \( \iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S} \), where \( \mathbf{F}(x, y, z) = xz\mathbf{e}_1 + 2yz\mathbf{e}_3 \) and \( \Sigma \) is the paraboloid \( y = x^2 + z^2 \), \( 0 \leq y \leq 1 \), oriented in the direction of the positive \( y \)-axis.

8. Evaluate the surface integral \( \iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S} \), where \( \mathbf{F}(x, y, z) = xe\mathbf{e}_1 + ye\mathbf{e}_2 + xyz\mathbf{e}_3 \) and \( \Sigma \) is the helicoid given by

\[
\mathbf{r}(u, v) = u \cos v \mathbf{e}_1 + u \sin v \mathbf{e}_2 + v \mathbf{e}_3, \quad 0 \leq u \leq 1, \ 0 \leq v \leq \pi,
\]

and oriented by \( \mathbf{n} = \mathbf{r}_u \times \mathbf{r}_v \).
23. Stokes’ theorem

In the last two lectures, we discuss the other two major integral theorems of vector calculus: Stokes’ theorem and Gauss’ divergence theorem. Stokes’ theorem is a generalization of Green’s theorem to closed curves on surfaces in space. Before we state it, we introduce the notion of orientation of curves on an oriented surface.

**Definition.** Suppose that \( \Sigma \) is an oriented surface with unit normal vector \( n \). We say that a closed curve \( \gamma \) on \( \Sigma \) is *positively oriented*, if the vector \( T \times n \) points towards the interior of the curve; here \( T \) is the unit tangent vector to \( \gamma \).

**Theorem 23.1** (Stokes). Let \( F \) be a vector field that has continuous partial derivatives on an open set \( U \) in \( \mathbb{R}^3 \). Let \( \Sigma \) be an oriented, piecewise smooth surface that is contained in \( U \) and is bounded by a simple, closed, piecewise smooth, positively oriented curve \( \gamma \). Then

\[
\int_{\gamma} F \cdot dr = \int_{\Sigma} \text{curl} \ F \cdot dS. \tag{23.1}
\]

We said above that Stokes’ theorem is a generalization of Green’s. It would be nice to corroborate that. Consider the parametric surface \( \Sigma \) given by

\[
r(x, y) = xe_1 + ye_2 + 0e_3 \quad ((x, y) \in D),
\]

that is, \( \Sigma \) is the region \( D \) in the \( xy \)-plane turned into a “three-dimensional surface”. If we give this surface an upward orientation, then the unit normal vector \( n \) is \( e_3 \), and Stokes’ theorem gives

\[
\int_{\gamma} F \cdot dr = \int_{\Sigma} \text{curl} \ F \cdot dS = \int_{\Sigma} (\text{curl} \ F) \cdot e_3 dS.
\]

Converting the latter surface integral into a double integral, we find

\[
r_x(x, y) = e_1, \quad r_y(x, y) = e_2, \quad r_x \times r_y = e_3,
\]

and hence,

\[
\int_{\gamma} F \cdot dr = \int_{D} (\text{curl} \ F) \cdot e_3 dA.
\]

This is exactly one of the vector forms of Green’s theorem (recall (21.3)).

We now move to describe the main applications of Stokes’ theorem. They are similar to the applications of Green’s theorem. First, we can apply Stokes’ theorem to convert a line integral over a closed space curve \( \gamma \) to a surface integral over a surface \( \Sigma \) that has \( \gamma \) as its boundary.

**Example 23.1.** Evaluate

\[
\int_{\gamma} \left[ (e^{x+y} + z^2) e_1 + (\arctan y + x^2) e_2 + (\ln(z^2 + 1) + y^2) e_3 \right] \cdot dr,
\]

where \( \gamma \) is the positively oriented boundary of the part of the sphere \( x^2 + y^2 + z^2 = 9 \) that lies in the first octant, with downward orientation.

**Solution.** All the partials of \( F \) will be continuous everywhere, so we can apply Stokes’ theorem. We get

\[
\int_{\gamma} F \cdot dr = \int_{\Sigma} \text{curl} \ F \cdot dS,
\]
where $\Sigma$ is the given surface and
\[ \mathbf{F}(x, y, z) = \left(e^{x^3 + x} + z^2\right)\mathbf{e}_1 + \left(\arctan y + x^2\right)\mathbf{e}_2 + \left(\ln(z^2 + 1) + y^2\right)\mathbf{e}_3. \]
As we usually do when dealing with spheres, we parametrize $\Sigma$ using spherical coordinates:
\[ \mathbf{r}(0, \phi) = 3 \cos 0 \sin \phi \mathbf{e}_1 + 3 \sin 0 \sin \phi \mathbf{e}_2 + 3 \cos \phi \mathbf{e}_3 \quad (0 \leq 0, \phi \leq \pi/2). \]
Then, similarly to Example 22.3,
\[ \mathbf{r}_0 = -3 \sin 0 \sin \phi \mathbf{e}_1 + 3 \cos 0 \sin \phi \mathbf{e}_2, \quad \mathbf{r}_0 \times \mathbf{r}_\phi = -9 \sin \phi (\cos 0 \sin \phi \mathbf{e}_1 + \sin 0 \sin \phi \mathbf{e}_2 + \cos \phi \mathbf{e}_3); \]
Since $-9 \sin \phi \cos \phi \leq 0$ for all $\phi$, $0 \leq \phi \leq \pi/2$, the downward orientation of $\Sigma$ is given by
\[ \mathbf{n} = \frac{\mathbf{r}_0 \times \mathbf{r}_\phi}{\|\mathbf{r}_0 \times \mathbf{r}_\phi\|}. \]
Furthermore, we have
\[ \text{curl} \mathbf{F} = \left| \begin{array}{ccc} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ e^{x^3 + x} + z^2 & \arctan y + x^2 & \ln(z^2 + 1) + y^2 \end{array} \right| = (2y - 0)e_1 - (0 - 2z)e_2 + (2x - 0)e_3 = 2ye_1 + 2e_2 + 2xe_1; \]
\[ \text{curl} \mathbf{F}(\mathbf{r}(0, \phi)) \cdot (\mathbf{r}_0 \times \mathbf{r}_\phi) = -54 \sin^2 \phi (\sin 0 \cos 0 \sin \phi \cos \phi + \cos 0 \sin \phi \cos \phi \cos 0 \sin \phi \cos \phi) = -54 \sin^2 \phi (\sin 0 \cos 0 \sin \phi \cos 0 \cos 0 \cos \phi). \]
We conclude that
\[ \int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{0 \leq 0, \phi \leq \pi/2} \left(\text{curl} \mathbf{F}(\mathbf{r}(0, \phi))\right) \cdot (\mathbf{r}_0 \times \mathbf{r}_\phi) dA \]
\[ = -54 \int_0^{\pi/2} \int_0^{\pi/2} \sin^2 \phi \left(\sin 0 \cos 0 \sin \phi \cos 0 \cos 0 \cos \phi\right) d\phi d\theta \]
\[ = -54 \int_0^{\pi/2} \sin^2 \phi \left[\frac{1}{2} \sin^2 0 \sin \phi \cos 0 \sin 0 \cos 0 \cos \phi\right]_0^{\pi/2} d\phi \]
\[ = -54 \int_0^{\pi/2} \sin^2 \phi \left(\frac{1}{2} \sin \phi + 2 \cos \phi\right) d\phi \]
\[ = -27 \int_0^{\pi/2} (1 - \cos^2 \phi) \sin \phi d\phi - 108 \int_0^{\pi/2} \sin^2 \phi \cos \phi d\phi \]
\[ = -27 \int_0^1 (1 - u^2) du - 108 \int_0^1 u^2 du = -54. \]

**Example 23.2.** Evaluate
\[ \int_{\gamma} (yz \mathbf{e}_1 + 2xz \mathbf{e}_2 + 3xy \mathbf{e}_3) \cdot d\mathbf{r}, \]
where $\gamma$ is the intersection curve of the ellipsoid $x^2 + 2y^2 + z^2 = 4$ and the plane $x + z = 2$, oriented positively relative to the outward orientation of the ellipsoid.
**Figure 23.1.** The intersection curve of \( x^2 + 2y^2 + z^2 = 4 \) and \( x + z = 2 \)

**Solution.** The intersection curve \( \gamma \) of the ellipsoid and the plane is displayed on Figure 23.1. It can be seen from the figure that the positive orientation of \( \gamma \) relative to the outward orientation of the ellipsoid is in the counterclockwise direction. Note that this is also the positive orientation of \( \gamma \) relative to the upward orientation of the plane \( x + z = 2 \). The equations of \( \gamma \) are

\[
x^2 + 2y^2 + z^2 = 4, \quad x + z = 2 \quad \iff \quad x^2 + 2y^2 + (2 - x)^2 = 4, \quad z = 2 - x.
\]

Some basic algebra shows that

\[
x^2 + 2y^2 + (2 - x)^2 = 4 \quad \iff \quad x^2 + 2y^2 + 4 - 4x + x^2 = 4 \quad \iff \quad 2x^2 - 4x + 2y^2 = 0
\]

\[
\iff \quad x^2 - 2x + y^2 = 0 \quad \iff \quad (x - 1)^2 + y^2 = 1,
\]

so \( \gamma \) is described by the equations

\[
(x - 1)^2 + y^2 = 1, \quad z = 2 - x.
\]

That is, \( \gamma \) contains the points \( (x, y, z) \) on the plane \( z = 2 - x \) for which the point \( (x, y) \) lies on the circle \( (x - 1)^2 + y^2 = 1 \) in the \( xy \)-plane. It is possible to parametrize \( \gamma \) and to evaluate the given line integral directly (see the exercises), but we want to use Stokes’ theorem.

Let \( \Sigma \) be the portion of the plane \( z = 2 - x \) that lies within \( \gamma \), with the upward orientation. Then, by Stokes’ theorem,

\[
\int_{\gamma} (yze_1 + 2xze_2 + 3xye_3) \cdot dr = \int_{\Sigma} \text{curl}(yze_1 + 2xze_2 + 3xye_3) \cdot dS.
\]

We have

\[
\text{curl}(yze_1 + 2xze_2 + 3xye_3) = \begin{vmatrix} e_1 & e_2 & e_3 \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ yz & 2xz & 3xy \end{vmatrix} = \begin{vmatrix} \frac{\partial}{\partial y} & \frac{\partial}{\partial z} & e_1 \\ 2xz & 3xy & e_2 \\ yz & 2xz & e_3 \end{vmatrix}
\]

\[
= (3x - 2x)e_1 - (3y - y)e_2 + (2z - z)e_3 = xe_1 - 2ye_2 + ze_3.
\]
Further, Σ is the graph of \( z = 2 - x \) for \((x, y)\) in the disk \( D \) with equation \((x - 1)^2 + y^2 \leq 1\). Thus, (22.6) gives

\[
\iint_{\Sigma} \text{curl}(ye_1 + 2xe_2 + 3ye_3) \cdot dS = \iint_{\Sigma} \text{curl}(xe_1 - 2ye_2 + ze_3) \cdot dS
\]

\[
= \iint_{D} (-x \partial_x(2-x) - (-2y) \partial_y(2-x) + z(x,y)) dA
\]

\[
= \iint_{D} (x + 0 + (2-x)) dA = \iint_{D} 2 dA.
\]

The last double integral represents twice the area of \( D \), which is a disk of radius 1. Consequently,

\[
\int_{\gamma} (ye_1 + 2xe_2 + 3ye_3) \cdot dr = \iint_{D} 2 dA = 2\text{area}(D) = 2\pi. \quad \square
\]

In the last two examples, we used Stokes’ theorem to reduce a line integral of a vector field to a surface integral of its curl. In the next example, we describe the other main application of Stokes’ theorem, which is to reduce a surface integral of a vector field to a line integral along the boundary curve of the surface. This is a much more practical application, because it reduces a two-dimensional integral to a single-dimensional one. However, this application of Stokes’ theorem comes with one caveat, and it is a big one: we need to recognize the given vector field as the curl of some other vector field, and this is a difficult problem.

**Example 23.3.** Evaluate

\[
\iint_{\Sigma} (xe_1 - 2ye_2 + ze_3) \cdot dS,
\]

where \( \Sigma \) is the part of the paraboloid \( z = 4 - 2x^2 - 2y^2 \) that lies above the \( xy \)-plane, oriented upward.

We evaluated this integral in Example 22.2 by writing it as a double integral. Now, we give an alternative solution, which uses Stokes’ theorem in reverse.

![Figure 23.2. The paraboloid \( z = 4 - 2x^2 - 2y^2, z \geq 0 \) and its boundary](image)

**Solution.** We recall from the previous example that

\[ xe_1 - 2ye_2 + ze_3 = \text{curl} \mathbf{F}, \quad \mathbf{F} = ye_1 + 2xe_2 + 3ye_3. \]

Hence, when we apply Stokes’ theorem to \( \mathbf{F} \) on \( \Sigma \), we get

\[
\iint_{\Sigma} (xe_1 - 2ye_2 + ze_3) \cdot dS = \iint_{\Sigma} \text{curl} \mathbf{F} \cdot dS = \int_{\gamma} \mathbf{F} \cdot d\mathbf{r},
\]
where $\gamma$ is the boundary of the given surface, positively oriented. The curve $\gamma$ is the intersection curve of the paraboloid and the $xy$-plane, that is, the circle $x^2 + y^2 = 2, z = 0$. We can parametrize $\gamma$ using

$$\mathbf{r}(t) = \sqrt{2}\cos t \mathbf{e}_1 + \sqrt{2}\sin t \mathbf{e}_2 + 0\mathbf{e}_3 \quad (0 \leq t \leq 2\pi).$$

Note that with this parametrization, $\gamma$ is positively oriented relative to the upward orientation of $\Sigma$ (see Figure 23.2). Thus,

$$\int_{\gamma} \mathbf{F} \cdot d\mathbf{r} = \int_{0}^{2\pi} \mathbf{F}(\mathbf{r}(t)) \cdot \mathbf{r}'(t) \, dt$$

$$= \int_{0}^{2\pi} \left(0\mathbf{e}_1 + 0\mathbf{e}_2 + 6\cos t \sin \mathbf{e}_3\right) \cdot \left(-\sqrt{2}\sin \mathbf{e}_1 + \sqrt{2}\cos \mathbf{e}_2\right) \, dt = 0. \quad \square$$

**Remark.** In the last example, the vector field $\mathbf{F}$ resulted from a “happy coincidence”. Had we not just worked out Example 23.2, we would have started the solution of Example 23.3 by “observing” that

$$x\mathbf{e}_1 - 2y\mathbf{e}_2 + z\mathbf{e}_3 = \text{curl} \mathbf{F}, \quad \mathbf{F} = yz\mathbf{e}_1 + 2xz\mathbf{e}_2 + 3xy\mathbf{e}_3.$$

Such an “observation” falls just short of reliance upon “divine intervention”. In general, given a surface integral $\iint_{\Sigma} \mathbf{G} \cdot d\mathbf{S}$, in order to argue similarly to Example 23.3, we need to find a vector field $\mathbf{F}$ such that $\text{curl} \mathbf{F} = \mathbf{G}$ is some given vector field. This is a difficult problem, which limits the applicability of the method. Still, the above example is not a complete waste of time: sometimes, one has to calculate the surface integral of the curl of a given field, and in those situations one can argue as above.

**Exercises**

1. Use Stokes’ theorem to evaluate $\int_{\gamma} \mathbf{F} \cdot d\mathbf{r}$ for the given field $\mathbf{F}(x, y, z)$ and the given curve $\gamma$:

   (a) $\mathbf{F}(x, y, z) = 2yz\mathbf{e}_1 + xe_2 + 3ye_3$, $\gamma$ is the ellipse that is the intersection of the plane $z = x$ and the cylinder $x^2 + y^2 = 4$, oriented clockwise

   (b) $\mathbf{F}(x, y, z) = (z-y)\mathbf{e}_1 + (z-x)\mathbf{e}_2 + (x+y)\mathbf{e}_3$, $\gamma$ is the triangle with vertices $(0, 1, 0), (0, 2, 2)$ and $(1, 2, 2)$, oriented counterclockwise

   (c) $\mathbf{F}(x, y, z) = x^2\mathbf{e}_1 - 2xy\mathbf{e}_2 + y^2\mathbf{e}_3$, $\gamma$ is the boundary of the surface $z = x^2y$, $0 \leq x, y \leq 1$, oriented counterclockwise

   (d) $\mathbf{F}(x, y, z) = x^2\mathbf{e}_1 + \frac{1}{2}x^3\mathbf{e}_2 + xy\mathbf{e}_3$, $\gamma$ is the curve of intersection of the hyperbolic paraboloid $z = y^2 - x^2$ and the cylinder $x^2 + y^2 = 1$, oriented counterclockwise as viewed from above

2. Use Stokes’ theorem to evaluate $\iint_{\Sigma} \text{curl} \mathbf{F} \cdot d\mathbf{S}$ for the given field $\mathbf{F}(x, y, z)$ and the given surface $\Sigma$:

   (a) $\mathbf{F}(x, y, z) = 3ye_1 - xze_2 - yz^2\mathbf{e}_3$, $\Sigma$ is the part of the elliptic paraboloid $2z = x^2 + y^2$ below $z = 2$, oriented upward

   (b) $\mathbf{F}(x, y, z) = yze_1 + xze_2 + yze_3$, $\Sigma$ is the part of the paraboloid $z = 9 - x^2 - y^2$ above $z = 8$, oriented downward

   (c) $\mathbf{F}(x, y, z) = x^2\mathbf{e}_1 - 2xy\mathbf{e}_2 + y^2\mathbf{e}_3$, $\Sigma$ is the the surface $z = x^2y$, $0 \leq x, y \leq 1$, oriented upward

   (d) $\mathbf{F}(x, y, z) = x\mathbf{e}_1 + xze_2 + 2xe_3$, $\Sigma$ is the hemisphere $x^2 + y^2 + z^2 = 1, y \geq 0$, oriented in the direction of the positive $y$-axis
24. GAUSS’ DIVERGENCE THEOREM

We now turn to another generalization of Green’s theorem, known as Gauss’ divergence theorem. It relates the surface integral over the boundary of a simply-connected solid to a triple integral over the entire solid, similarly to how Green’s theorem relates a line integral over the boundary of a simply-connected plane region to the double integral over the entire region.

Like Green’s theorem, the divergence theorem requires that we pay attention to terminology. Recall the definition of a simply-connected region from §18.3. By a simply-connected solid, we mean a simply-connected region in space that is closed (contains all its boundary points). For such a solid, its boundary consists of the points on its “outer” (visible) surface. The boundary of a simply-connected solid is the rightful three-dimensional analog of the simple, closed curve appearing in Green’s theorem. We also define the positive orientation of the boundary of a solid (assuming that it is orientable) to be the outward orientation.

**Theorem 24.1** (Gauss’ divergence theorem). Let $E$ be a bounded, simply-connected solid in $\mathbb{R}^3$, whose boundary is the piecewise smooth, positively oriented surface $\Sigma$. Let $\mathbf{F}$ be a vector field whose first-order partials are continuous on an open set $U$ containing $E$. Then

$$\int_{\Sigma} \mathbf{F} \cdot d\mathbf{S} = \iiint_E \text{div} \mathbf{F} \, dV.$$  \hspace{1cm} (24.1)

**Example 24.1.** Evaluate

$$\int_{\Sigma} \left( (x^3 + y \sin z)\mathbf{e}_1 + (y^3 + z \sin x)\mathbf{e}_2 + 3z\mathbf{e}_3 \right) \cdot d\mathbf{S},$$

where $\Sigma$ is the positively oriented boundary of the solid $E$ bounded by the $xy$-plane and by the hemispheres

$$z = \sqrt{1-x^2-y^2}, \quad z = \sqrt{4-x^2-y^2}.$$

**Figure 24.1.** The solid $1 \leq x^2 + y^2 + z^2 \leq 4, z \geq 0$

**Solution.** We write $\mathbf{F} = (x^3 + y \sin z)\mathbf{e}_1 + (y^3 + z \sin x)\mathbf{e}_2 + 3z\mathbf{e}_3$. Then, by Gauss’ theorem,

$$\int_{\Sigma} \mathbf{F} \cdot d\mathbf{S} = \iiint_E \text{div} \mathbf{F} \, dV = \iiint_E (3x^2 + 3y^2 + 3) \, dV.$$

The solid $E$ is displayed on Figure 24.1. It is described by the inequalities

$$1 \leq x^2 + y^2 + z^2 \leq 4, \quad z \geq 0.$$

These inequalities are translated in spherical coordinates as

$$1 \leq \rho \leq 2, \quad 0 \leq \theta \leq 2\pi, \quad 0 \leq \phi \leq \pi/2.$$
Hence, converting the triple integral over $E$ to spherical coordinates, we obtain
\[
\int_1^2 \int_0^{\pi/2} \int_0^{2\pi} (3\rho^2 \sin^2 \phi + 3\rho^2 \sin \phi) \, d\phi \, d\theta \, d\rho = 6\pi \int_1^2 \int_0^{\pi/2} (\rho^4 \sin^2 \phi + \rho^2 \sin \phi) \, d\phi \, d\rho
\]
\[
= 6\pi \int_1^2 \left[ \int_0^{\pi/2} (\rho^4(1 - \cos^2 \phi) + \rho^2 \sin \phi) \, d\phi \right] \, d\rho
\]
\[
= 6\pi \int_1^2 \left[ \int_0^1 (\rho^4(1 - u^2) + \rho^2 \sin \phi) \, du \right] \, d\rho
\]
\[
= 6\pi \int_1^2 \left( \frac{3}{2}\rho^4 + \rho^2 \right) \, d\rho = \frac{194}{3} \pi. \quad \square
\]

**Example 24.2.** Evaluate
\[
\int_\Sigma (x^2 e_1 + y^2 e_2 + z^2 e_3) \cdot dS,
\]
where $\Sigma$ is the positively oriented surface of the solid $E$ shown on Figure 24.2 (a cube of side length 2 with a corner cube of side length 1 removed).

![Figure 24.2. The solid $E$](image)

**Solution.** It is possible to evaluate the surface integral using double integrals. However, were we to do that, we would have to parametrize each face separately, and there are nine faces. Furthermore, we would have to split the three double integrals corresponding to the L-shaped faces in two, so we would have to evaluate twelve double integrals altogether. On the other hand, $E$ is the difference of two cubes, so we can calculate a triple integral over $E$ by writing it as the difference of two triple integrals over those cubes. This suggests that we use the divergence theorem.

By Gauss’ theorem,
\[
\int_\Sigma (x^2 e_1 + y^2 e_2 + z^2 e_3) \cdot dS = \iiint_E (2x + 2y + 2z) \, dV.
\]
Since $E$ is the difference of the cubes $[0,2]^3$ and $[1,2]^3$, it is easier to calculate the triple integral over $E$ as the difference of the triple integrals over those two cubes:

$$\iiint_E (2x + 2y + 2z) \, dV = \iiint_{[0,2]^3} (2x + 2y + 2z) \, dV - \iiint_{[1,2]^3} (2x + 2y + 2z) \, dV$$

$$= \int_0^2 \int_0^2 \int_0^2 (2x + 2y + 2z) \, dz \, dy \, dx - \int_1^2 \int_1^2 \int_1^2 (2x + 2y + 2z) \, dz \, dy \, dx$$

$$= \int_0^2 \int_0^2 [2xz + 2yz + z^2]_0^2 \, dy \, dx - \int_1^2 \int_1^2 [2xz + 2yz + z^2]_1^2 \, dy \, dx$$

$$= \int_0^2 [4x + 4y + 4] \, dx - \int_1^2 [2y + 3] \, dx$$

$$= \int_0^2 (8x + 16) \, dx - \int_1^2 (2x + 6) \, dx = [4x^2 + 16x]_0^2 - [x^2 + 6x]_1^2 = 39. \quad \square$$

With a little bit of extra effort, we can also use the divergence theorem to evaluate surface integrals of scalar functions.

**Example 24.3.** Evaluate

$$\iint_{\Sigma} (x^2 + y^2) \, dS,$$

where $\Sigma$ is the sphere $x^2 + y^2 + z^2 = 4$.

**Solution.** Note that we have to deal with the surface integral of a scalar function and not of a vector field. Thus, Gauss’ theorem is not directly applicable. However, we know that the sphere $\Sigma$ can be parametrized using spherical coordinates by the vector function

$$\mathbf{r}(0, \phi) = 2 \cos 0 \sin \phi \mathbf{e}_1 + 2 \sin 0 \sin \phi \mathbf{e}_2 + 2 \cos \phi \mathbf{e}_3,$$

where $0 \leq 0 \leq 2\pi$ and $0 \leq \phi \leq \pi$. We also know (we went through this calculation several times already) that the (outward) unit normal vector is then

$$\mathbf{n} = \mathbf{r}_\phi \times \mathbf{r}_0 = \cos \phi \sin \phi \mathbf{e}_1 + \sin \phi \mathbf{e}_2 + \cos \phi \mathbf{e}_3.$$

Note that in Cartesian coordinates $\mathbf{n} = \frac{1}{2} (xe_1 + ye_2 + ze_3)$. We can use this observation to represent the integrand in the given integral in the form $\mathbf{F} \cdot \mathbf{n}$, with $\mathbf{F}$ some nice vector field; we can then appeal to Gauss’ theorem. For example, if we choose $\mathbf{F} = 2(x^2 + y^2)e_3$, we obtain

$$\mathbf{F} \cdot \mathbf{n} = 0 \left(\frac{1}{2} x \right) + 0 \left(\frac{1}{2} y \right) + 2(x^2 + y^2) \left(\frac{1}{2} z \right) = x^2 z + y^2 z,$$

whence

$$\iint_{\Sigma} (x^2 + y^2) \, dS = \iint_{\Sigma} (\mathbf{F} \cdot \mathbf{n}) \, dS = \iint_{\Sigma} \mathbf{F} \cdot dS = \iiint_{\Sigma} \text{div} \mathbf{F} \, dV = 0.$$ 

Here, $B$ is the ball $x^2 + y^2 + z^2 \leq 4$.

Note that the above choice of $\mathbf{F}$ is not unique. We could have chosen also

$$\mathbf{F} = 2xe_1 + 2ye_2, \quad \mathbf{F} = xe_1 + ye_2 + (x^2 + y^2)e_3,$$
or any other vector field $F$ that satisfies
$$F \cdot n = x^2z + y^2z.$$ 
However, in most cases, those choices would yield triple integrals that equal 0 for less obvious reasons than the one we encountered. For example, the choice $F = 2xz e_1 + 2yz e_2$ yields
$$\iint_{\Sigma} (x^2z + y^2z) \, dS = \iiint_B \text{div} F \, dV = \iiint_B 4z \, dV.$$ 
The last integral is still 0, but this requires some thought (try to convince yourself by interpreting it in terms of the average value of $f(x, y, z) = 4z$).

We can also use the divergence theorem to calculate volumes by means of surface integrals similarly to how we earlier used Green’s theorem to calculate areas by means of line integrals. For example, if $E$ is a simply-connected solid and $\Sigma$ is its boundary, then
$$\iint_{\Sigma} xe_1 \cdot dS = \iiint_E \text{div}(xe_1) \, dV = \iiint_E 1 \, dV = \text{vol}(E).$$ 
Similarly, we obtain formulas for the volume of $E$ that use the vector fields $ye_2$ and $ze_3$. Here are some of the surface integrals representing $\text{vol}(E)$:
$$\text{vol}(E) = \iint_{\Sigma} xe_1 \cdot dS = \iint_{\Sigma} ye_2 \cdot dS = \iint_{\Sigma} ze_3 \cdot dS = \frac{1}{3} \iint_{\Sigma} (xe_1 + ye_2 + ze_3) \cdot dS. \quad (24.2)$$

**Example 24.4.** Find the volume of the spiral pipe shown on Figure 24.3. The outer surface of the pipe is parametrized by the vector function
$$\mathbf{r}(u, v) = (2 + \sin v) \cos 2ue_1 + (2 + \sin v) \sin 2ue_2 + (u + \cos v)e_3 \quad (0 \leq u, v \leq 2\pi),$$
and its two openings are the disks $(x - 2)^2 + z^2 \leq 1$ and $(x - 2)^2 + (z - 2\pi)^2 \leq 1$ in the $xz$-plane.

![Figure 24.3. The surface $\mathbf{r}(u, v)$](image)

**Solution.** Let $\Sigma$ be the positively oriented, piecewise smooth surface consisting of the parametric surface $\Sigma_0$ that is the outer surface of the pipe and the two disks representing its two openings. We denote the disks $\Sigma_1$ and $\Sigma_2$. Then $\Sigma$ is the boundary of the simply-connected solid $E$ whose volume we want to find. By (24.2),
$$\text{vol}(E) = \iint_{\Sigma} ze_3 \cdot dS = \left( \iint_{\Sigma_0} + \iint_{\Sigma_1} + \iint_{\Sigma_2} \right) ze_3 \cdot dS.$$
The unit normal vectors to $\Sigma$ are $e_2$ and $-e_2$, and of those two, it is $-e_2$ that points out of the solid $E$. Thus, by (22.4),
\[
\int\int_{\Sigma_1} ze_3 \cdot dS = \int\int_{\Sigma_1} ((ze_3) \cdot (-e_2)) dS = 0.
\]
Similarly,
\[
\int\int_{\Sigma_2} ze_3 \cdot dS = \int\int_{\Sigma_2} ((ze_3) \cdot (e_2)) dS = 0.
\]
Hence,
\[
\text{vol.}(E) = \int\int_{\Sigma_0} ze_3 \cdot dS.
\]
We evaluate the last surface integral using the orientation
\[
n = \frac{r_u \times r_v}{\|r_u \times r_v\|}.
\]
Thus, by (22.5),
\[
\int\int_{\Sigma_0} ze_3 \cdot dS = \int\int_{0 \leq u, v \leq 2\pi} ((z(u, v)e_3) \cdot (r_u \times r_v)) dA.
\]
Note that the dot product depends only on the third component of $r_u \times r_v$. We have
\[
r_u(u, v) = -2(2 + \sin v) \sin 2ue_1 + 2(2 + \sin v) \cos 2ue_2 + e_3,
\]
\[
r_v(u, v) = \cos v \cos 2ue_1 + \cos v \sin 2ue_2 - \sin ve_3.
\]
Thus, the cross product $r_u \times r_v$ is the sum of six nonzero terms:
\[
r_u \times r_v = -2 \cos v(2 + \sin v) \sin^2 2ue_1 \times e_2 + 2 \cos v(2 + \sin v) \cos^2 2ue_2 \times e_1 + \text{other terms}
\]
\[
= -2 \cos v(2 + \sin v)\left(\sin^2 2u + \cos^2 2u\right)e_3 + \text{other terms}
\]
\[
= -2 \cos v(2 + \sin v)e_3 + \text{other terms}.
\]
The omitted terms are cross products involving $e_1 \times e_3$, $e_2 \times e_3$, etc., which do not contribute to the coefficient of $e_3$ in $r_u \times r_v$. Thus,
\[
(z(u, v)e_3) \cdot (r_u \times r_v) = ((u + \cos v)e_3) \cdot (r_u \times r_v) = -2 \cos v(u + \cos v)(2 + \sin v).
\]
We conclude that
\[
\int\int_{\Sigma_0} ze_3 \cdot dS = \int\int_{0 \leq u, v \leq 2\pi} (-2 \cos v(u + \cos v)(2 + \sin v)) dA
\]
\[
= \int_0^{2\pi} \left[ \int_0^{2\pi} (-2u \cos v(2 + \sin v) - 2 \cos^2 v \sin v - 4 \cos^2 v) dv \right] du.
\]
We have
\[
\int_0^{2\pi} (2 + \sin v) \cos v dv = 0, \quad \int_0^{2\pi} \cos^2 v \sin v dv = 0, \quad \int_0^{2\pi} \cos^2 v dv = \pi,
\]
so
\[
\int\int_{\Sigma_0} ze_3 \cdot dS = \int_0^{2\pi} (-2u(0) - 2(0) - 4\pi) du = -8\pi^2.
\]
We obtained a negative volume, because we did not check whether the unit vector $n$ gives the inward or the outward orientation of the surface. It turns out that it gives the inward (negative) orientation; hence, the negative volume. Consequently, the volume of the pipe is $8\pi^2$. □

Exercises

1. Use Gauss’ theorem to evaluate $\iint_{\Sigma} \mathbf{F} \cdot d\mathbf{S}$ for the given field $\mathbf{F}(x, y, z)$ and the given surface $\Sigma$ oriented outward:
   (a) $\mathbf{F}(x, y, z) = y^3 \mathbf{e}_1 + z^2 \mathbf{e}_2 + x^3 \mathbf{e}_3$, $\Sigma$ is the boundary of the solid $E$ defined by $x^2 + y^2 + z^2 \leq 3$, $x \geq 0$, $y \geq 0$
   (b) $\mathbf{F}(x, y, z) = x^2 z^3 \mathbf{e}_1 + x^2 y \mathbf{e}_2 + y^2 z \mathbf{e}_3$, $\Sigma$ is the boundary of the solid $E$ enclosed by the sphere $x^2 + y^2 + z^2 = 4$
   (c) $\mathbf{F}(x, y, z) = xy^2 \mathbf{e}_1 + yz^2 \mathbf{e}_2 + zx^2 \mathbf{e}_3$, $\Sigma$ is the boundary of the solid shown on Figure 24.4, that is, the part of the solid sphere $x^2 + y^2 + z^2 \leq 4$ outside the first octant
   (d) $\mathbf{F}(x, y, z) = y^3 \mathbf{e}_1 + y \sqrt{4 - x^2} \mathbf{e}_2 + e^y \cos x \mathbf{e}_3$, $\Sigma$ is the boundary of the solid $E$ that lies below the surface $z = 2 - x^3 - y^3$, $-1 \leq x, y \leq 1$, and above the $xy$-plane

2. Use Gauss’ theorem to evaluate $\iint_{\Sigma} (x^2 + y^2 + z^3) dS$, where $\Sigma$ is the sphere $x^2 + y^2 + z^2 = 4$.

3. Use the volume formulas (24.2) to calculate the volume of the given solid:
   (a) the solid enclosed by the ellipsoid $x^2 + 2y^2 + 4z^2 = 4$, that is, the parametric surface given by $\mathbf{r}(u, v) = 2 \cos 0 \sin \phi \mathbf{e}_1 + \sqrt{2} \sin 0 \sin \phi \mathbf{e}_2 + \cos \phi \mathbf{e}_3$ (0 $\leq 0 \leq 2\pi$, 0 $\leq \phi \leq \pi$)
   (b) the solid bounded by the torus $\mathbf{r}(u, v) = \cos u(4 + 2 \cos v) \mathbf{e}_1 + \sin u(4 + 2 \cos v) \mathbf{e}_2 + 2 \sin v \mathbf{e}_3$ (0 $\leq u, v \leq 2\pi$)
Appendix A. Determinants

An \( n \times n \) matrix is an array of real numbers with \( n \) rows and \( n \) columns. For example, \( A \) below is a \( 2 \times 2 \) matrix and \( B \) is a \( 3 \times 3 \) matrix:

\[
A = \begin{bmatrix} 1 & 2 \\ 3 & 4 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & -3 & 1 \\ 0 & 2 & -1 \\ 1 & 1 & -2 \end{bmatrix}.
\]

The determinant of a \( 2 \times 2 \) matrix

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}
\]

is the following number (the product of its diagonal entries minus the product of its off-diagonal entries):

\[
\det(A) = \begin{vmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{vmatrix} = a_{11}a_{22} - a_{12}a_{21}.
\]

The determinant of a \( 3 \times 3 \) matrix

\[
A = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix}
\]

is given by expansion along the first row, a process which requires the computation of three \( 2 \times 2 \) determinants:

\[
\det(A) = \begin{vmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{vmatrix} = a_{11} \begin{vmatrix} a_{22} & a_{23} \\ a_{32} & a_{33} \end{vmatrix} - a_{12} \begin{vmatrix} a_{21} & a_{23} \\ a_{31} & a_{33} \end{vmatrix} + a_{13} \begin{vmatrix} a_{21} & a_{22} \\ a_{31} & a_{32} \end{vmatrix}.
\]

**Example A.1.** Compute the determinant of the matrix \( B \) above.

**Solution.** We have

\[
\det(B) = \begin{vmatrix} 2 & -1 \\ 1 & -2 \end{vmatrix} - (-3) \begin{vmatrix} 0 & -1 \\ 1 & -2 \end{vmatrix} + 1 \begin{vmatrix} 0 & 2 \\ 1 & 1 \end{vmatrix} = (2 \cdot (-2) - 1 \cdot (-1)) + 3(0 \cdot (-2) - 1 \cdot (-1)) + (0 \cdot 1 - 2 \cdot 1) = -2.
\]

\( \square \)
APPENDIX B. DEFINITE INTEGRALS OF SINGLE-VARIABLE FUNCTIONS

B.1. Definition of the definite integral.

Definition. Let \( f(x) \) be a bounded function on \([a, b]\). For each \( n = 1, 2, \ldots \), set \( \Delta_n = (b - a)/n \) and define the numbers

\[
x_0 = a, \quad x_1 = a + \Delta_n, \quad x_2 = a + 2\Delta_n, \quad \ldots \quad x_n = a + n\Delta_n = b.
\]

Also, choose sample points \( x^*_1, x^*_2, \ldots, x^*_n \), with \( x_0 \leq x^*_1 \leq x_1, \quad x_1 \leq x^*_2 \leq x_2, \quad \ldots, \quad x_{n-1} \leq x^*_n \leq x_n \).

The definite integral of \( f \) from \( a \) to \( b \) is

\[
\int_a^b f(x) \, dx = \lim_{n \to \infty} \sum_{i=1}^{n} f(x^*_i) \Delta_n,
\]

(B.1)

provided that the limit exists. The sums on the right side of (B.1) are called Riemann sums of \( f \) on \([a, b]\).

Remarks. 1. In the above definition, the limit is supposed to exist and be independent of the choice of the sample points. This is not true for any old function, but it does hold for functions that are continuous on \([a, b]\) or have only a finite number of jump discontinuities inside \([a, b]\). For such functions, we may evaluate the integral using any choice of the sample points (e.g., we can take each \( x^*_i \) to be the midpoint of the respective subinterval).

2. In single-variable calculus, the definite integral of a continuous function is usually motivated by the area problem: If \( f(x) \) is a continuous function on \([a, b]\), with \( f(x) \geq 0 \), calculate the area of the region (see Figure B.1)

\[
R = \{(x, y) : a \leq x \leq b, \ 0 \leq y \leq f(x)\}.
\]

The answer turns out to be the definite integral of \( f(x) \):

\[
\text{area}(R) = \int_a^b f(x) \, dx.
\]

3. A different interpretation of the definite integral arises, if we divide both sides of (B.1) by \( b - a \). Since \( \Delta_n = (b - a)/n \), we have

\[
\frac{1}{b - a} \sum_{i=1}^{n} f(x^*_i) \Delta_n = \frac{\Delta_n}{b - a} \sum_{i=1}^{n} f(x^*_i) = \frac{1}{n} \sum_{i=1}^{n} f(x^*_i).
\]

Figure B.1. The definite integral as area
Hence, dividing both sides of (B.1) by $b - a$, we derive
\[
\frac{1}{b - a} \int_a^b f(x) \, dx = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n f(x_i^*). \tag{B.2}
\]
Note that the expression $\frac{1}{n} \sum_{i=1}^n f(x_i^*)$ is the average of the sample values $f(x_1^*), f(x_2^*), \ldots, f(x_n^*)$, which are about equally spaced. Thus, the limit on the right side of (B.2) represents the average of “infinitely many, equally spaced” sample values of $f(x)$. Consequently, we may argue that the left side of (B.2) is the average value of $f(x)$:
\[
\text{average } f(x) = \frac{1}{b - a} \int_a^b f(x) \, dx. \tag{B.3}
\]

This alternative interpretation of the definite integral is rarely emphasized in single-variable calculus, but is much more appropriate for the purpose of these notes, because we want to draw parallels between the properties of definite integrals and the properties of other types of integrals (double, triple, line, surface) whose geometric meaning may be less obvious.

**B.2. Properties of the definite integral.** The following is a list of some general properties of definite integrals:

1. $\int_a^b [f(x) + g(x)] \, dx = \int_a^b f(x) \, dx + \int_a^b g(x) \, dx$
2. $\int_a^b cf(x) \, dx = c \int_a^b f(x) \, dx$
3. $\int_a^c f(x) \, dx + \int_c^b f(x) \, dx = \int_a^b f(x) \, dx$
4. If $f(x) \leq g(x)$, then $\int_a^b f(x) \, dx \leq \int_a^b g(x) \, dx$
5. If $m \leq f(x) \leq M$, then $m(b - a) \leq \int_a^b f(x) \, dx \leq M(b - a)$.
6. $\int_a^b f(x) \, dx = -\int_b^a f(x) \, dx$, $\int_a^a f(x) \, dx = 0$.

Of course, the most important property of definite integrals is the Fundamental Theorem of Calculus, also known as the Newton–Leibnitz theorem.

**Theorem B.1** (Fundamental theorem of calculus). Suppose that $f(x)$ is a continuous function on $[a, b]$.

i) We have
\[
\frac{d}{dx} \int_a^x f(t) \, dt = f(x).
\]
that is, $\int_a^x f(t) \, dt$ is an antiderivative of $f(x)$.

ii) If $F(x)$ is any antiderivative of $f(x)$, then
\[
\int_a^b f(x) \, dx = F(b) - F(a).
\]
APPENDIX C. POLAR COORDINATES IN THE PLANE

C.1. Definition. Consider a point $P$ in the plane. Recall that its Cartesian coordinates $(x, y)$ are the signed distances from $P$ to two perpendicular axes (the $x$- and $y$-axes). In this appendix, we recall another set of coordinates: the polar coordinates of $P$. The polar coordinate system consists of a point $O$ called the pole (or the origin) and a ray starting at $O$ called the polar axis. The polar coordinates of a point $P \neq O$ are a pair of real numbers $(r, \theta)$, where $r$ is the distance from $O$ to $P$ and $\theta \in [0, 2\pi)$ is the oriented angle between the polar axis and the line $OP$ (see Figure C.1); the polar coordinates of the pole $O$ are $(0, \theta)$, where $\theta$ is any number in $[0, 2\pi)$.

C.2. Relations between polar and Cartesian coordinates. We want to be able to convert polar coordinates to Cartesian and vice versa. In order to do so, we need to set a Cartesian and a polar coordinate systems in the same copy of the plane. We choose the two coordinate systems so that they share the same origin and the polar axis coincides with the positive $x$-axis. Since the distance between the origin and $P(x, y)$ is the same no matter what coordinate system we use, we have

$$r = |OP| = \sqrt{x^2 + y^2}.$$ 

The relation between $\theta$ and $(x, y)$ is more technical, but not much more complicated. First, consider a point $P(x, y)$ in the first quadrant. From $\triangle OPQ$ on Figure C.2,

$$x = r \cos \theta, \quad y = r \sin \theta, \quad \tan \theta = \frac{y}{x}.$$ 

The first two of these equations hold for all points $P(x, y)$, even if they do not lie in the first quadrant, that is, the Cartesian coordinates of a point $P(r, \theta)$ are obtained from the formulas

$$x = r \cos \theta, \quad y = r \sin \theta.$$ \hspace{1cm}(C.1) 

On the other hand, the relation $\tan \theta = y/x$ extends only to the points with $x \neq 0$ and determines $\theta$ uniquely only on the half-planes $x > 0$ or $x < 0$. Thus, when we write the formulas for converting Cartesian into polar coordinates

$$r = \sqrt{x^2 + y^2}, \quad \tan \theta = \frac{y}{x},$$ \hspace{1cm}(C.2) 

we must remember that the latter formula must be applied cautiously.
Example C.1. The point $P$ whose polar coordinates are $(2, \frac{2}{3}\pi)$ has Cartesian coordinates

$$x = 2 \cos \left( \frac{2}{3}\pi \right) = -1, \quad y = 2 \sin \left( \frac{2}{3}\pi \right) = \sqrt{3}.$$ \hfill \Box$$

Example C.2. The Cartesian point $P(2, 2)$ has polar coordinates

$$r = \sqrt{2^2 + 2^2} = 2 \sqrt{2}, \quad \theta = \arctan \left( \frac{2}{2} \right) = \frac{\pi}{4}.$$ Here, we used that since $P$ lies in the first quadrant, the solution of the second equation in (C.2) is given by $0 = \arctan(y/x)$. \hfill \Box

Example C.3. The Cartesian point $P(-2, -2)$ has polar coordinates $(r, \theta)$, where

$$r = \sqrt{(-2)^2 + (-2)^2} = 2 \sqrt{2}, \quad \theta = \arctan(-1), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right),$$

that is, $P(2 \sqrt{2}, \frac{3}{4}\pi)$. Notice that in this case the solution of the second equation in (C.2) is $0 = \arctan(y/x) + 2\pi$, because $\arctan(y/x)$ lies in $(-\frac{\pi}{2}, \frac{\pi}{2})$ whereas the polar angle $0$ lies in $[0, 2\pi)$. \hfill \Box

Example C.4. The Cartesian point $P(-3, 4)$ has polar coordinates $(r, \theta)$, where

$$r = \sqrt{(-3)^2 + 4^2} = 5, \quad \theta = \arctan(-\frac{4}{3}), \quad \theta \in \left( 1\frac{1}{2}\pi, \pi \right),$$

that is, $P(5, \arctan(-\frac{4}{3}) + \pi)$. \hfill \Box

C.3. Polar curves. A polar curve is the set of points in the plane whose (polar) coordinates $(r, \theta)$ satisfy an equation $r = f(\theta)$, where $f$ is some function. Note that using equations (C.1), we can write every polar curve in parametric form:

$$x = r \cos \theta = f(\theta) \cos \theta, \quad y = r \sin \theta = f(\theta) \sin \theta.$$ 

Example C.5. The curve $r = 3$ is the set of points at distance 3 from the origin, that is, a circle of radius 3 centered at $O$ (whose Cartesian equation is $x^2 + y^2 = 9$, of course). Notice that we reach the same conclusion if we use (C.2) to convert the given polar equation into a Cartesian equation:

$$r = 3 \quad \iff \quad \sqrt{x^2 + y^2} = 3 \quad \iff \quad x^2 + y^2 = 9.$$ \hfill \Box

Example C.6. The curve $	heta = \frac{3}{4}\pi$ is the ray starting at the origin and intersecting the polar axis at an angle of $135^\circ$. \hfill \Box

Example C.7. The curve $r = -2 \cos \theta$ is a circle. To see this, we pass to Cartesian coordinates:

$$r = -2 \cos \theta \quad \iff \quad r^2 = -2r \cos \theta \quad \iff \quad x^2 + y^2 = -2x.$$ The last equation is the Cartesian equation of a circle of radius 1 centered at $(-1, 0)$:

$$x^2 + y^2 = -2x \quad \iff \quad x^2 + 2x + 1 + y^2 = 1 \quad \iff \quad (x + 1)^2 + y^2 = 1.$$ \hfill \Box

Example C.8. The curve $r = 1 + \cos \theta$ is known as the cardioid, because its graph is shaped like a heart (see Figure C.3). Unlike the curves in the previous examples, the cardioid does not have a simple Cartesian equation which we can use to sketch its graph. \hfill \Box
C.4. **Area and arc length in polar coordinates.**

**Theorem C.1.** Let $0 \leq a < b \leq 2\pi$ and let $f$ be a positive continuous function defined on $[a, b]$. Then the area $A$ of the region in the plane bounded by the curves

$$0 = a, \quad 0 = b, \quad r = f(\theta),$$

is given by

$$\text{area}(R) = \frac{1}{2} \int_{a}^{b} [f(\theta)]^2 \, d\theta.$$

**Example C.9.** Find the area enclosed by the cardioid (see Example C.8).

**Solution.** By Theorem C.1, the area is given by the integral

$$\frac{1}{2} \int_{0}^{2\pi} (1 + \cos \theta)^2 \, d\theta = \frac{1}{2} \int_{0}^{2\pi} (1 + 2 \cos \theta + \cos^2 \theta) \, d\theta$$

$$= \frac{1}{2} \left[ \int_{0}^{2\pi} (1 + 2 \cos \theta + \frac{1}{2}(1 + \cos 2\theta)) \, d\theta \right]$$

$$= \frac{1}{2} \left[ \int_{0}^{2\pi} \left( 0 + 2 \sin \theta + \frac{1}{2} \theta + \frac{1}{4} \sin 2\theta \right) \right]_{0}^{2\pi} = \frac{3\pi}{2}. \quad \square$$

**Theorem C.2.** Let $0 \leq a < b \leq 2\pi$ and let $f$ be a positive continuous function defined on $[a, b]$. Then the length $L$ of the curve $r = f(\theta)$ is given by

$$L = \int_{a}^{b} \sqrt{f'(\theta)^2 + f(\theta)^2} \, d\theta.$$

**Example C.10.** Find the length $L$ of the cardioid.

**Solution.** By Theorem C.2,

$$L = \int_{0}^{2\pi} \sqrt{(1 + \cos \theta)^2 + (-\sin \theta)^2} \, d\theta = \int_{0}^{2\pi} \sqrt{2 + 2 \cos \theta} \, d\theta$$

$$= \int_{0}^{2\pi} \sqrt{4 \cos^2 (\theta/2)} \, d\theta = \int_{0}^{2\pi} 2|\cos (\theta/2)| \, d\theta = 4 \int_{0}^{\pi} |\cos u| \, du$$

$$= 4 \int_{0}^{\pi/2} \cos u \, du - 4 \int_{\pi/2}^{\pi} \cos u \, du = 8. \quad \square$$
APPENDIX D. ANSWERS TO SELECTED EXERCISES

§1. 1. (a) $Q$; (b) none. 3. $\sqrt{14}, \sqrt[4]{14}, \sqrt[14]{14}$; equilateral. 4. $(x - 1)^2 + (y - 1)^2 + (z - 1)^2 = 10$.
6. (a) a plane parallel to the $yz$-plane and 3 units behind it; (c) all points on or between the planes $y = -1$ and $y = 2$; (e) all points between the spheres centered at $O$ that have radii 2 and 3.
7. (b) $x^2 + y^2 + z^2 < 4$, $z > 0$. 8. (b) $\left(\frac{1}{2} \sqrt{2}, \frac{1}{2} \sqrt{2}, -3\right)$. 9. (a) $(\sqrt{2}, 7\pi/4, 4)$; (c) $(2, \pi/6, -2)$.
10. (c) $(-\frac{1}{2} \sqrt{3}, -\frac{1}{2}, 0)$. 11. (a) $(\sqrt{6}, \pi/4, \arccos(2/\sqrt{6}))$; (b) $(2, 3\pi/4, 3\pi/4)$.
12. (a) $r^2 = 2z$, $\rho^2 \sin^2 \phi = 2\rho \cos \phi$; (c) $z = r$, $\phi = \pi/4$. 13. (a) $z = -2$, a horizontal plane; (c) $x^2 + y^2 + z^2 = 4$, a sphere with radius 2 and center $O$; (e) $x^2 + y^2 - 2z = 0$. 14. (b) The sphere with radius 2 and center $O$; (d) all points above the $xy$-plane that lie on or between the spheres with center $O$ and radii 2 and 4; (f) all points below the $xy$-plane that lie on or inside the infinite cylinder with radius 1 and axis the $z$-axis.

§2. 2. (a) $2, (-5, -2), 2 \sqrt{2}, (4, -7)$; (c) $\sqrt{3}, (5, -3, -4), \frac{1}{2} \sqrt{11}, (3, -2, -1)$.
4. (b) 0; (d) 3.
5. (b) $\pi/3$. 6. $\pi/2, \pi/3, \pi/6$. 7. (b) neither. 8. (a) $(-1, -2, 2)$. 9. (a) $(-7, -3, 5)$.
10. (b) $2 \sqrt{1329}$; (d) 80; (f) undefined. 12. $\frac{1}{2} \sqrt{11}$. 14. $\sin^2 \phi \cos \theta_1 + \sin^2 \phi \sin \theta_2 + \sin \phi \cos \phi \theta_3$.

§3. 2. $x = t$, $y = -2 + 3t$, $z = 3 + 2t$ ($t \in \mathbb{R}$); $x = \frac{r^2}{3} = \frac{z^3}{2}$. 3. Skew. 5. $3x - 2z + 3 = 0$.
7. $4x + 5y - 3z + 1 = 0$. 8. $x = \frac{2}{3} = \frac{y}{4} = \frac{z}{5}$. 10. (b) $\pi/2$. 11. $\frac{8}{5}$.

§4. 1. (b) $(1, 2, 1)$. 2. (a) $\left< \frac{2\pi}{n+1}, 2 \sqrt{n^2 - 4n^2}, e^1 \right>$; (c) $\langle 3r^2, 0, -6e^2 \rangle$.
3. (b) $\langle 0, \frac{1}{2} (e^2 - e^{-2}), 0 \rangle$.

§5. 1. (a) Yes, $t = 0$; (c) No. 2. Yes, $r(0) = r_2(2) = (0, 0, 0)$. 4. $\langle \frac{1}{3}, 0, \frac{1}{\sqrt{10}} \rangle$.
6. $x = -5$, $z = 2$. 7. (0, $\pm 5$, -5). 8. (a) smooth; (b) piecewise smooth. 10. (b) 1 + In 2.
11. (a) $s(a) = 0$, $s(b) = L$; (e) $r(s) = \langle (1 + \frac{3s}{5}) \sin \left(\frac{4}{5} \ln(1 + \frac{3s}{5})\right), (1 + \frac{3s}{5}) \cos \left(\frac{4}{5} \ln(1 + \frac{3s}{5})\right) \rangle$, $0 \leq s \leq 5$.

§6. 1. (a) Domain: all points $(x, y)$; range: $[0, \infty)$; (c) Domain: the points $(x, y, z)$ for which $(x, y, z)$ is not on the hyperbola $x^2 - y^2 = 1$; range: all real numbers. 2. (b) The points on and above the line $y = -x/2$, except for those that lie on the circle $x^2 + y^2 = 1$. 3. (a) levels $-1$ and 0: no level curves; level 1: the line $y = 0$; level 2: the lines $y = 1$ and $y = -1$; level 3: the lines $y = \sqrt{2}$ and $y = -\sqrt{2}$; (c) level $-1$: no level curve; level 0: the level curve consists of a single point, $(0, 0)$; for $k = 1, 2, 3$, the $k$-level curve is the circle $x^2 + y^2 = k$.
4. (a) $-29$; (c) 0; (d) D.N.E.; (f) 2. 5. (a) All $(x, y)$; (b) the points with $x^2 + y^2 + 4z^2 \leq 4$; (c) all $(x, y) \neq (0, 0)$.

§7. 1. (a) Parabolas, paraboloids, hyperbolars, hyperbolic paraboloid; (c) Ellipses, ellipsoids, ellipseoids. 2. (b) $(x - 2)^2 + 4y^2 + (z + 1)^2 = 9$, ellipseoid centered at $(2, 0, -1)$.
3. $r(t) = \langle 3 \cos t, 3 \sin t, 3 \cos t + 3 \sin t + 2 \rangle$, $0 \leq t \leq 2\pi$. 4. (a) The elliptic paraboloid $z = x^2 + y^2$.
6. $r(y, z) = \langle -2 \sqrt{z^2 + z^2 + 4, y, z} \rangle$, $-\infty < y, z < \infty$.
8. (a) $r(x, y) = \langle x, y, 4 - x^2 - y^2 \rangle$, $x^2 + y^2 \leq 4$; (b) $r(u, v) = \langle u \cos v, u \sin v, 4 - u^2 \rangle$, $0 \leq u \leq 2, 0 \leq v \leq 2\pi$.
9. $r(u, v) = \langle (b + a \cos v) \cos u, (b + a \cos v) \sin u, a \sin v \rangle$, $0 \leq u, v \leq 2\pi$.

§8. 1. (a) $4x^3 - 8xy^{3/2} - 6x^{3}y^{1/2}$; (c) $3(3x + 7yz)^{-1}$, $7z(3x + 7yz)^{-1}$, $7y(3x + 7yz)^{-1}$; $(d) (2x^2 + xy)(x^2 + xy + y^2)^{x-1} + (x^2 + xy + y^2)^{x-1} \ln(x^2 + xy + y^2), (2x^2 + xy)(x^2 + xy + y^2)^{x-1}$.
2. (a) $12x^2 - 8y^{3/2}, -12xy^{1/2}, -3x^{2}y^{1/2}$; (b) $-2(x^2 + y^2) \cos(x^2 + xy + y^2) - 2 \sin(x^2 + xy + y^2)$, $-(2x+y)(x+2y) \cos(x^2 + xy + y^2) - \sin(x^2 + xy + y^2), -(x+2y) \cos(x^2 + xy + y^2) - 2 \sin(x^2 + xy + y^2)$.
3. (a) $-12y^{1/2}$; (d) $(6z^2 + 4yz^3)e^{2yz}$, $(12xz + 24xy^2z + 8x^2z^3)e^{2yz}$. 
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4. (a) $2y(2t + 3) + (2x + 3y^2)(2t)$;  
(d) $\frac{2y - 3z}{xy + 2yz - 3xz}e' - \frac{3x + 2z}{xy + 2yz - 3xz}e^t + 2(2y - 3y)e^{2t}$.

5. (a) $(4xy - y^2)6x + (2x^2 - 2xy)3t$, $(4xy - y^2)2t + (2x^2 - 2xy)3s$.  
6. (b) $-6e^{-24}$.

9. (a) $\ln 7 + \frac{3}{2}(x - 2) + \frac{3}{2}(y - 1)$.  
10. $e_1(x, y) = (y - 2)$, $e_2(x, y) = 0$.  
11. (a) 0, 0.

§9. 1. (a) $\frac{2e^{2xy}}{\sqrt{x}}(x + 2y + x^2y + 2xy^2 + y^3 + x^3)$.  
3. $\frac{1}{30} \sqrt{10}$.  
4. (b) 7, in the direction of $(-3, 2, -6)$.

§10. 1. (a) $3x + 2y + z - 2 = 0$ and $\frac{x - 2}{3} = \frac{y + 1}{2} = z + 2$;  
(c) $x + y - 2z - 5 = 0$ and $x - 2 = y + 1 = \frac{z + 2}{3}$.  
2. (a) $x = x_0 + t x_0$, $y = y_0 + t y_0$, $z = z_0 + t z_0$.  
5. The tangent plane to both is $x - 2y + z = 2$.  
6. (a) $-x + \frac{3}{2}y - z = 0$;  
(c) $-2y + z + 1 = 0$.  
7. (a) smooth;  
(c) piecewise smooth;  
(d) not even piecewise smooth: it is non-smooth on each curve $xy = -\frac{3}{2} + 2k\pi$.

§11. 1. (a) saddle point at $(\pm \frac{1}{2}, -2)$;  
(c) local maxima at $(\pm \frac{1}{2}, \frac{1}{2})$, saddle point at $(0, 0)$;  
(f) local maxima at $(\pm \frac{1}{2}, \pm \frac{1}{2})$, local minima at $(\pm \frac{1}{2}, \pm \frac{1}{2})$, saddle point at $(0, 0)$.  
2. (a) 8, 20;  
(c) $-\frac{4\sqrt[3]{x^2}}{y} + \frac{4\sqrt[3]{x^2}}{y}$.  
3. $\sqrt{2/3}$.  
5. The cube of side length 5.

§12. 1. (a) $-\frac{8}{27}$.  
2. (b) 2.5.  
3. (a) $20 \frac{3}{4}$;  
(c) $8(\ln 3)^{-2}$.  
4. (b) $\frac{3}{4} \ln 3 - \ln 2$;  
(d) $\frac{25}{8} \pi$;  
(f) $-1$.

§13. 1. (a) $-21 \frac{1}{2}$;  
(c) $\sin 1 - \cos 1$.  
2. (a) 257.2;  
(c) $\frac{3}{2} \ln 2$;  
(e) $\frac{1}{2}(1 - \sin 1)$;  
(g) 7.  
3. (a) $\int_{0}^{1} \int_{0}^{2} f(x, y) \, dx \, dy$;  
(c) $\int_{0}^{2} \int_{0}^{\sqrt{2}} f(x, y) \, dx \, dy + \int_{2}^{4} \int_{0}^{4-y} f(x, y) \, dx \, dy$;  
(e) $\int_{0}^{1} \int_{0}^{2} f(x, y) \, dx \, dy$.  
4. (a) $\frac{1}{4}(1 - e^{-1})$;  
(b) $\frac{1}{4} \ln 17$.  
5. 6.  
7. $\frac{3}{2} \pi + \frac{66}{15}$.  
9. $\frac{16}{3}$.  
10. $\frac{2}{3} \pi$.

§14. 1. (b) $(e - 1) \frac{\pi}{2}$;  
(c) $(15 \sqrt{15} - 7 \sqrt{7}) \frac{\pi}{6}$.  
2. $8 \pi$.  
4. $(36 - \frac{30}{3} \sqrt{5}) \pi$.  
6. $\frac{8}{3} \pi - \frac{32}{3} \pi$.

§15. 1. (b) $\frac{1}{2} \left(1 - e^{-16}\right)$.  
2. (a) 0.7;  
(c) $\frac{28}{15}$;  
(e) $\frac{1}{2}(1 - \sin 1)$.  
3. $\frac{16}{3}$.

§16. 1. (a) $\frac{34}{15} \pi$;  
(c) $\frac{28}{3} (2 \sqrt{2} - 1)$.  
2. (a) $2 \pi^2$;  
(c) $8 \pi$.  
3. (a) $\frac{28}{15} \pi$.  
4. (a) $\frac{8}{2} \pi$;  
(c) $\frac{14}{3} \pi$.

§17. 1. (a) $\frac{\sqrt{6}}{4}$;  
(c) $8 \pi (2 - \sqrt{2})$;  
(e) $\pi(2 \sqrt{6} - \frac{8}{3})$.  
2. (b) $\frac{64}{9}$;  
(\$\frac{5}{9}$, 0).  
3. (a) $32$, $(\frac{7}{6}, \frac{7}{6})$.  
4. $I_n = \frac{1}{2} \left(2 \frac{2}{2} \cdots \frac{2n-2}{2} \frac{2}{2} \cdots \frac{2n-2}{2} \right)$.

§18. 2. (a) $\langle ye^{2y} \cos xy, xe^{2y} \cos xy + 2e^{2y} \sin xy \rangle$;  
(c) $\left\langle \frac{2x}{x^2 + y^2}, \frac{z}{x^2 + y^2}, \frac{y}{x^2 + y^2} \right\rangle$.  
3. (a) open and simply-connected;  
(b) simply-connected, but not open;  
(c) open and connected, but not simply-connected;  
(e) open, but not connected.  
4. (a) no;  
(c) yes, $f(x, y) = xe^y + c$;  
(d) yes, $f(x, y) = y^2 \arctan x + c$.  
5. (a) curl $\mathbf{F} = \langle -4xze^{2z}, x^2y + 4yz^2, -x^2z \rangle$, div $\mathbf{F} = -6xyz$;  
(c) curl $\mathbf{F} = \langle 2xze^{2y}, -2yze^{2x} - x \sin xz, 2y \cos xz \rangle$, div $\mathbf{F} = e^{2xy} + 2x \cos xy - z \sin xz$.  
6. (b) yes, $f(x, y, z) = xy^2 \cos z + c$;  
(c) no.

§19. 1. (a) $\frac{1}{8\pi} (125 \sqrt{5} - 1)$;  
(c) $\frac{7}{15}$;  
(e) $3\pi^3 \sqrt{3}$;  
(g) 14.  
2. (a) $15 \pi$;  
(b) $\frac{2}{3} - \cos 1 + \sin 2$.

§20. For the potentials see Exercises 18.4 and 18.6. The values of the integrals are: (a) $-1 + 2e^{-1}$;  
(c) $-4$;  
(e) 256 cos 8.

§21. 2. (a) $-24 \pi$;  
(c) 162;  
(e) 0.  
3. (a) $\frac{4}{3} - \frac{1}{2} \pi^2$;  
(c) $91 \frac{1}{2}$.  
4. $3 \pi$.  
6. $2 \pi$. 
§22.  1. $171 \sqrt{14}$.  3. $16\pi$.  5. $713/180$.  7. $-\frac{2}{3}\pi$.

§23.  1. (a) $8\pi$; (c) $-\frac{13}{12}$.  2. (a) $20\pi$; (c) $-\frac{13}{12}$.

§24.  1. (a) 0; (d) $\frac{8}{9}\pi + 4\sqrt{3}$.  3. (a) $8\sqrt{2}\pi$; (b) $32\pi^2$.  164